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A.S Sverstiuk. Mathematical modeling of cyber-physical biosensor and immunosensory systems. In the article the 

model of atematychni cyber and physical biosensor systems for forecasting period of storage,electrochemical biosensor cyber 
physical systems, cyber physical system to determine glucose levels. A mathematical model of the cyber-physical 
immunosensory system on a hexagonal lattice based on a system of delayed differential equations was developed. The lattice 
model of antigen-antibody interaction for a hexagonal array of immunopixels is described. The mathematical modeling of the 
dynamic logic of the cyber-physical immunosensory system is presented . It was conducted to simulate the linear modeling of the 
dynamic logic of the cyber-physical immunosensory system in the form of lattice images of the probability of binding of antigens 
to antibodies in pixels of the system , with the inversion of fluorescence pixels , is the lexicronic signal from the converter, which 
characterizes the number of fluorescing pixels . 

Key words: biosensor on system , immunosensor on system , cyber-physical systems, lattice differential equations, 
delayed differential equations, differential equations in partial derivatives 
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I. Andrushchak, V. Koshelyuk, M. Poteychuk, O. Sivakovskaya, V. Martsenyuk. Peculiarities of ta instrumental 
barriers of strains technology DATA MINING. This article discusses in detail the methods, tools and application of Data Mining. 
Outlines the basic concepts of data warehouses and the place of data mining in their architecture. The process of data analysis using 
Data Mining technology is discussed. Details are considered stages of this process. Analyzed the market for analytical software, 
describes products from leading manufacturers of Data Mining, discusses their capabilities. 

Keywords: Data Mining, combined methods, limited search methods, Web-mining. 
 
Formulation of the problem. Data mining is a powerful new technology with great potential to help 

companies focus on the most important information in the data they have collected about the behavior of 
their customers and potential customers. It discovers information within the data that queries and reports 
can't effectively reveal. Generally, data mining is the process of analyzing data from different perspectives 
and summarizing it into useful information - information that can be used to increase revenue, cuts costs, or 
both. Data mining software is one of a number of analytical tools for analyzing data. It allows users to 
analyze data from many different dimensions or angles, categorize it, and summarize the relationships 
identified. Technically, data mining is the process of finding correlations or patterns among dozens of fields 
in large relational databases. Data mining consists of more than collection and managing data; it also 
includes analysis and prediction. People are often do mistakes while analyzing or, possibly, when trying to 
establish relationships between multiple features. This makes it difficult for them to find solutions to certain 
problems. Machine learning can often be successfully applied to these problems, improving the efficiency of 
systems and the designs of machines. There are several applications for Machine Learning (ML), the most 
significant of which is data mining. 

Setting up tasks. External providers of IT outsourcing services work exclusively in the field of 
information technology and, due to narrow professional specialization, provide high-quality services, the 
cost of which is lower than the cost of using their own IT services. The IT outsourcer has a lot of experience 
in solving various problems that he faced with his clients. That is, there is a base of problem situations and 
methods for their possible solutions. In addition, the outsourcing company takes on the implementation of 
processes that divert people and resources from performing the basic functions. Thanks to IT outsourcing, 
the company can significantly reduce the cost of owning its own information system. Thanks to IT 
outsourcing, it is possible to optimize the distribution of all company assets. At the same time, the contract 
concluded with the IT outsourcing company is a reliable guarantee that the computer system will function 
properly, and all the problems will be eliminated promptly. In addition, all new hardware and software 
components will be implemented competently and qualitatively. Due to the fact that the world around us is 
unstable, and the reaction to various business signals should be lightning fast - IT outsourcing has become 
quite popular. This type of outsourcing is very popular today among quite young companies that are actively 
developing, and who do not have the desire to expand their own staff of IT specialists [1]. 
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Basic material presentation. Mining information on the World Wide Web is a huge application 
area. Search engine companies examine the hyperlinks in web pages to come up with a measure of “prestige” 
for each web page and website. Dictionaries define prestige as “high standing achieved through success or 
influence.” A metric called PageRank, introduced by the founders of Google and used in various guises by 
other search engine developers too, attempts to measure the standing of a web page. The more pages that link 
to  your  website,  the  higher  its  prestige.  And  prestige  is  greater  if  the  pages  that  link  in  have  high  prestige  
themselves. The definition sounds circular, but it can be made to work. Search engines use PageRank 
(among other things) to sort web pages into order before displaying the result of your search. 

Another way in which search engines tackle the problem of how to rank web pages is to use machine 
learning based on a training set of example queries - documents that contain the terms in the query and 
human judgments about how relevant the documents are to that query. Then a learning algorithm analyzes 
this training data and comes up with a way to predict the relevance judgments for any document and query. 
For each document a set of feature values is calculated that depend on the query term, whether it occurs in 
the title tag, whether it occurs in the document’s URL, how often it occurs in the document itself, and how 
often it appears in the anchor text of hyperlinks that point to this document. For multiterm queries, features 
include  how  often  two  different  terms  appear  close  together  in  the  document,  and  so  on.  There  are  many  
possible features: typical algorithms for learning ranks use hundreds or thousands of them. Search engines 
mine the content of the Web. They also mine the content of your queries - the terms you search for - to select 
advertisement that you might be interested in. They have a strong incentive to do this accurately, because 
they only get paid by advertisers when users click on their links. Search engine companies mine your very 
clicks, because knowledge of which results you click on can be used to improve the search next time Online 
booksellers mine the purchasing database to come up with recommendations such as “users who bought this 
book also bought these ones”; again they have a strong incentive to present you with compelling, 
personalized choices. Movie sites recommend movies based on your previous choices and other people’s 
choices: they win if they make recommendations that keep customers coming back to their website. 

Anomaly detection is the process of finding the patterns in a dataset whose behavior is not normal on 
expected. These unexpected behaviors are also termed as anomalies or outliers. The anomalies cannot always 
be categorized as an attack but it can be a surprising behavior which is previously not known. It may or may 
not be harmful. The anomaly detection provides very significant and critical information in various 
applications, for example Credit card thefts or identity thefts. When data has to be analyzed in order to find 
relationship or to predict known or unknown data mining techniques are used. These include clustering, 
classification and machine based learning techniques. 

Anomaly detection can be used to solve problems like the following: 
- a law enforcement agency compiles data about illegal activities, but nothing about legitimate 

activities. How can suspicious activity be flagged? The law enforcement data is all of one class. There are no 
counter-examples.  Insurance Risk Modeling — An insurance agency processes millions of insurance 
claims, knowing that a very small number are fraudulent. How can the fraudulent claims be identified? The 
claims data contains very few counter-examples. They are outliers. Claims are rare but very costly.  
Targeted Marketing - Given demographic data about a set of customers, identify customer purchasing 
behaviour that is significantly different from the norm. Response is typically rare but can be profitable.  
Health care fraud, expense report fraud, and tax compliance.  Web  mining  (Less  than  3  % of  all  people  
visiting Amazon.com make a purchase).  Churn Analysis. Churn is typically rare but quite costly.  

 network intrusion detection. Number of intrusions on the network is typically a very small fraction 
of the total network traffic.  Credit card fraud detection. Millions of regular transactions are stored, while 
only a very small percentage corresponds to fraud.  Medical diagnostics. When classifying the pixels in 
mammogram images, cancerous pixels represent only a very small fraction of the entire image (Pic 1). 

Association rule learning is a method for discovering interesting relations between variables in large 
databases. It is intended to identify strong rules discovered in databases using some measures of 
interestingness. Based on the concept of strong rules, Rakesh Agrawal introduced association rules for 
discovering regularities between products in large-scale transaction data recorded by point-of-sale (POS) 
systems  in  supermarkets.  For  example,  the  rule  {onions,  potatoes}  {burger}  found  in  the  sales  data  of  a  
supermarket would indicate that if a customer buys onions and potatoes together, they are likely to also buy 
hamburger meat. Such information can be used as the basis for decisions about marketing activities such as, 
e.g., promotional pricing or product placements. In addition to the above example from market basket 
analysis association rules are employed today in many application areas including Web usage mining, 
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intrusion detection, Continuous production, and bioinformatics. In contrast with sequence mining, 
association rule learning typically does not consider the order of items either within a transaction or across 
transactions [2].  

Clustering - the task of discovering groups and structures in the data that are in some way or another 
«similar», without using known structures in the data. Clustering is the grouping of a particular set of objects 
based on their characteristics, aggregating them according to their similarities. Regarding to data mining, this 
metodology partitions the data implementing a specific join algorithm, most suitable for the desired 
information analysis. 

 
Pic.1 Data mining paradigms 

 
This clustering analysis allows an object not to be part of a cluster, or strictly belong to it, calling this 

type of grouping hard partitioning. In the other hand, soft partitioning states that every object belongs to a 
cluster in a determined degree. More specific divisions can be possible to create like objects belonging to 
multiple clusters, to force an object to participate in only one cluster or even construct hierarchical trees on 
group relationships [3].  

Classification models predict categorical class labels; and prediction models predict continuous 
valued functions. For example, we can build a classification model to categorize bank loan applications as 
either safe or risky, or a prediction model to predict the expenditures in dollars of potential customers on 
computer equipment given their income and occupation. Popular classification techniques include decision 
trees and neural networks. Regression - a data mining (machine learning) technique used to fit an equation to 
a dataset. The simplest form of regression, linear regression, uses the formula of a straight line (y = mx + b) 
and determines the appropriate values for m and b to predict the value of y based upon a given value of x. 
Advanced techniques, such as multiple regression, allow the use of more than one input variable and allow 
for the fitting of more complex models, such as a quadratic equation. 

Summarization - providing a more compact representation of the data set, including visualization and 
report generation. Data visualization is a general term that describes any effort to help people understand the 
significance of data by placing it in a visual context. Patterns, trends and correlations that might go 
undetected in text-based data can be exposed and recognized easier with data visualization software. Today's 
data visualization tools go beyond the standard charts and graphs used in Excel spreadsheets, displaying data 
in more sophisticated ways such as infographics, dials and gauges, geographic maps, sparklines, heat maps, 
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and detailed bar, pie and fever charts. The images may include interactive capabilities, enabling users to 
manipulate them or drill into the data for querying and analysis. Indicators designed to alert users when data 
has been updated or predefined conditions occur can also be included. Most business intelligence software 
vendors embed data visualization tools into their products, either developing the visualization technology 
themselves or sourcing it from companies that specialize in visualization. 

There are many tools to solve data mining problems. In this paper, we will consider a few of them: 
1. RapidMiner. Written in the Java Programming language, this tool offers advanced analytics 

through  template-based  frameworks.  Offered  as  a  service,  rather  than  a  piece  of  local  software,  this  tool  
holds top position on the list of data mining tools. In addition to data mining, RapidMiner also provides 
functionality like data preprocessing and visualization, predictive analytics and statistical modeling, 
evaluation, and deployment. What makes it even more powerful is that it provides learning schemes, models 
and algorithms from WEKA and R scripts.  

2. WEKA. The original non-Java version of WEKA primarily was developed for analyzing data 
from the agricultural domain. With the Java-based version, the tool is very sophisticated and used in many 
different applications including visualization and algorithms for data analysis and predictive modeling. It's 
free under the GNU General Public License, which is a big plus compared to RapidMiner, because users can 
customize it however they please. WEKA supports several standard data mining tasks, including data 
preprocessing, clustering, classification, regression, visualization and feature selection. WEKA would be 
more powerful with the addition of sequence modeling, which currently is not included.  

3. R-Programming. It’s a free software programming language and software environment for 
statistical computing and graphics. The R language is widely used among data miners for developing 
statistical software and data analysis. Ease of use and extensibility has raised R’s popularity substantially in 
recent years. Besides data mining, it provides statistical and graphical techniques, including linear and 
nonlinear modeling, classical statistical tests, time-series analysis, classification, clustering, and others. 

4. Orange.  Python-based, powerful and open source tool for both novices and experts. It also has 
components for machine learning, add-ons for bioinformatics and text mining. It’s packed with features for 
data analytics.  

5. KNIME. Data preprocessing has three main components: extraction, transformation and loading. 
KNIME does  all  three.  It  gives  you  a  graphical  user  interface  to  allow for  the  assembly  of  nodes  for  data  
processing. It is an open source data analytics, reporting and integration platform. KNIME also integrates 
various components for machine learning and data mining through its modular data pipelining concept and 
has caught the eye of business intelligence and financial data analysis. Written in Java and based on Eclipse, 
KNIME is easy to extend and to add plugins. Additional functionalities can be added on the go. Plenty of 
data integration modules are already included in the core version [4].  

6. Scikit-learn Scikit-learn is a free software machine learning library for the Python programming 
language. It features various classification, regression and clustering algorithms including support vector 
machines, random forests, gradient boosting, k-means and DBSCAN, and is designed to interoperate with 
the Python numerical and scientific libraries NumPy and SciPy.  

Another advantage of IT outsourcing is the provision of uninterrupted operation of a whole staff of 
specialists. That is, regardless of the time of the day, calendar holidays or weather conditions, the customer is 
guaranteed  the  provision  of  a  qualified  specialist  to  solve  the  problems  encountered.  At  the  same  time,  an  
important advantage is that, according to the contract, the outsourcing company constantly diagnoses the 
operation of the company's IT infrastructure and eliminates the problem. The specialist already knows all the 
features of the system, which significantly reduces the time spent troubleshooting and helps to prevent them 
from appearing in the company. further. 

Despite the fact that IT outsourcing can take a variety of forms, there are three main ones: 
- resource outsourcing. In our country, this type of IT outsourcing is more common today. With this 

option,  the  client  uses  and  manages  external  IT  resources.  However,  he  carries  all  the  risks  that  are  
associated with the result of his activities. 

- functional outsourcing. With this option, the outsourcing company transfers the functions. The 
responsibility of the service provider, as well as the criteria for its operation in this case are stipulated in the 
agreement. Such criteria may include: the speed of response to various incidents, the frequency of 
prevention, the recovery time after the failures, etc. 

- strategic outsourcing. In this case, a complete transfer to a complex IT outsourcing of the entire IT 
infrastructure of the enterprise is carried out. 
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For most enterprises, the main argument for applying to IT outsourcing is budget saving. The hiring 
of a full-time IT specialist requires a separate workplace, the fulfillment of financial obligations provided for 
by law and the provision of a social package, which includes both compulsory paid leave and sick leave. 
This is quite costly for many enterprises. Since problems with the operation of the IT infrastructure can occur 
at  different  intervals.  Problems  can  arise  or  extremely  rarely,  or  require  constant  support  of  a  specialist,  
while he may be absent due to leave or illness. While the outsourcing company undertakes to provide 
competent professionals regardless of external circumstances. Another item of expenditure may be the 
training of  an IT specialist.  Computer  technologies  do not  stand still  and are in  constant  development.  It  is  
almost impossible to keep track of all innovations to one specialist, while IT outsourcing policy is based on 
constant improvement. Outsourcing companies are interested in the continuous improvement of the 
qualifications of their employees in different areas of IT technologies [5,6,7]. 

Involvement of outside support is most often needed for: 
- the development of the infrastructure of the enterprise without distracting the staff from ordinary 

projects. 
- reducing costs for maintenance of office equipment and other tasks in 2-3 times. 
- improving the efficiency of performing a number of tasks in the field of support of information 

technologies in the enterprise. 
-  increase  the  level  of  responsibility  of  employees  for  the  current  state  of  servers,  infrastructure,  

office equipment. 
 

 
 

Pic.2 Data mining stage 
 
Also IT outsourcing helps to reduce the cost of maintaining the infrastructure by 30-50%. For 

example, it is not profitable for a company to hire a full-time system administrator, because it will often hurt, 
work long, or vice versa - do it too quickly, and therefore most of the working time will not do anything. 

We will admit, in office there are only 5 computers and 20 units of office equipment. To handle at 
every failure to the masters or to the service centers is also unprofitable - private masters take expensive, 
service centers repair a long time. The best way is to hire an incoming system administrator from a company 
that provides IT outsourcing: it will monitor the operation of office equipment remotely, and periodically 
come for physical service. The firm will pay him less than a full-time employee, while forgetting about 
expensive repairs. 
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Applying more and more in the work of information technology companies leads to the fact that 
firms try to use the labor of the most qualified personnel. At the same time, technology is increasingly 
dependent on the human factor, and therefore does not require constant intervention in its work. Servicing 
computers and repairing equipment are increasingly outsourced to almost every company in every country. 

Many executives believe that it is undesirable to give out to IT-outsourcing important projects with 
high expected returns. Some believe that it is better to entrust them to full-time specialists. It is not 
recommended to outsource the maintenance of rare CRM and profile software developed by another team. 
To transfer ordinary tasks to outsourcing did not bring additional problems, carefully choose a legal entity. 
Pay attention to reviews - look for them on the Internet in profile forums, thematic sites, special resources. 
Pay special attention to official letters of thanks sent from partners - the more of them, the better [8-9]. 

In general, the benefits of data mining come from the ability to uncover hidden patterns and 
relationships in data that can be used to make predictions that impact businesses. Specific data mining 
benefits vary depending on the goal and the industry. Sales and marketing departments can mine customer 
data to improve lead conversion rates or to create one-to-one marketing campaigns. Data mining information 
on historical sales patterns and customer behaviors can be used to build prediction models for future sales, 
new products and services. Companies in the financial industry use data mining tools to build risk models 
and detect fraud. The manufacturing industry uses data mining tools to improve product safety, identify 
quality issues, manage the supply chain and improve operations. 

Statistics show that at the moment IT outsourcing is at the stage of active development. More and 
more companies and organizations are turning to IT outsourcing companies. As the transfer of functions of 
IT infrastructure maintenance to highly focused specialists significantly increases the efficiency of the 
enterprise as a whole. This makes it possible to concentrate precisely on the directions in which the company 
specializes. Nevertheless, the market of IT services in our country is gaining momentum every year. More 
and more entrepreneurs and even large firms prefer external contractors. Today, the dependence of business 
on IT is extremely high. Modern technologies and solutions allow not only to maintain and accelerate 
existing business processes, but to change the very model of the company's activity on the market, to open 
new lines of business. The best option for an actively developing business is cooperation with experienced 
IT outsourcers [10]. 

 
Conclusion 
This paper has presented different data mining tasks and tools to solve them. As the amount of data 

is expanding in all areas, it is easier to find a lot of useful knowledge by using data mining methods. As well 
as, above-mentioned tools will help us to implement data mining techniques in various areas. 
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Hubal H. M. Construction and study of the system of differential equations that describes oscillatory chemical 

reactions based on diffusion. In the article, the system of non-linear partial differential equations of the second order describing 
oscillatory chemical reactions based on diffusion are constructed and investigated.   

Keywords: diffusion, concentration, system of differential equations, boundary conditions.  
 
Introduction. When studying oxidation-reduction self-oscillatory reactions in a flask, it is obvious 

that solution changes its colour simultaneously in the whole flask if there is a sufficient mixing. If the 
reaction goes without intense mixing, then the eye does not notice periodic changes in the colour of the 
solution. Even with weak mixing, the colour of the solution changes synchronously throughout the volume.  

If there would be no oscillations at each point, and the alignment of the initial heterogeneities in the 
concentrations resulting in the spread of the phase difference would only occur due to the thermal diffusion 
of molecules, then establishment of a state with equal concentration of substances in the whole flask would 
continue to be considerably longer. However, due to convection flows and turbulent diffusion [1], when 
mixing the equilibrium of concentrations occurs much faster. For example, as a result of turbulent diffusion, 
the smoke from a cigar in concentrations sufficient to act on a human smell spreads around the room in a few 
seconds, and the effect of only one molecular diffusion would lead to the same result only in a few days.     

As a result of the mixing, the molecules of the reactants pass from one elemental volume to 
neighbouring ones, together with the whole larger volumes of the solution, as well as there are differences 
(larger gradients) of the concentrations that increase the diffusion rate. 

The analysis of oscillatory chemical reactions based on diffusion shows that as a result of the 
redistribution of the molecules of the reactants in space, there is not only the alignment of the initial spatial 
heterogeneities along the amplitude, but also the phases of oscillations in different elemental volumes 
become the same, i.e. there is a mutual synchronization of many connected oscillatory systems in space in 
oscillatory chemical reactions based on diffusion.  

Main part. Consider how we can explain the synchronization of small deviations of concentrations 
from their stationary levels in space.  

Let there be the substance 1P  in surplus in some very small elemental volume. The substance 1P  being 
in surplus, in the process of the reaction the consumption of the substance 1P  is almost invisible. The 
molecules of the substance 1P  with some constant rate 0  turns into the molecules of the substance X (it 
being the zero-order reaction). The substance X turns into the substance Y (it being the second-order reaction; 
the greater the concentration of the substance Y, the greater its rate as indicated by the reverse arrow above Y 
in the scheme given below). The molecules of the substance Y irreversibly decay resulting in the formation 
of the substance 2P  (it being the first-order reaction). 

The kinetic scheme of the periodic oscillatory chemical reaction that goes in a homogeneous 
environment:  

 0 21
,1 2P X Y P

 

where 0 1 2, ,  are constant rates.  
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For simplicity, we denote by 1 2, , ,P P X Y  the concentrations of the corresponding substances. 
Since we consider this chemical reaction in a very small elemental volume, then in this case, we can 

write  

 ( ), ( ).X X t Y Y t   

We write the system of differential equations that describes this reaction 

 

0 1

1 2

2
2

,

,

.

dX XY
dt
dY XY Y
dt
dP Y
dt

 (1) 

Since the first two differential equations do not depend on 2P , then they can be considered separately. 
The first differential equation of this system of differential equations shows that the rate of change of the 
concentration X is determined by the constant rate of formation of the substance ( 0 ) while transforming 1P  
to X  and by decrease while transforming X to Y. The second differential equation of the system of 
differential equations takes into account the increase of Y due to  X and the decrease while transforming Y to 

2P . 
First we find out whether the reaction can go so that the rate of formation 2P can remain constant. This 

is the case when the concentrations X  Y   do not change in time, i.e.  

 0, 0.dX dY
dt dt

 

For these conditions, we obtain the following system of algebraic equations that connect equilibrium 
concentrations X  and Y  from system of differential equations (1): 

 0 1

1 2

0,
0.

XY
XY Y

 

The solution of the system has the form 

 02

1 2
, .X Y  (2) 

Suppose that this reaction can go not only in very small elemental volume (or at a point) where the 
change of the concentration of each substance is synchronous but also in a sufficiently large volume. For 
simplicity, we suppose that this finite large volume is one-dimensional, that is we suppose that the reactor is 
a very narrow tube which has the length l and  the section S (see the scheme of the one-dimensional reactor, 
Fig. 1). This tube has such a small radius that the going of the reaction can be considered synchronous in its 
arbitrary cross-section. Suppose also that the substance 1P  is distributed in surplus throughout its length l. 
Denote  by u the only spatial coordinate, the origin combining with the left end of the tube. Then the right 
end of the tube has the coordinate u l .  

Consider the elemental volume ( )V u  and calculate the balance of the concentrations X and Y in it. It 
is obvious that X and Y are functions of the coordinate and time: 

 ( , ), ( , ).X X u t Y Y u t   

The rate of change of concentrations in the elemental volume ( )V u  is determined by the decrease 
and increase of the concentrations X and Y  as  a  result  of  chemical  transformations and the running of  the 
molecules X and Y  across the boundaries of the elemental volume ( )V u . These boundaries have the 
coordinates u  and u u . 
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Fig.1 

 
By Nernst’s law, the mass of the substance X (or the number of molecules) that penetrates through the 

section of the tube that is, the reactor with the coordinate u u  into the elemental volume ( )V u  for  a  

small period of time from t  to t t  is proportional to the gradient ( , )X u u t
u

 of the concentration of 

the substance X in the direction u  (that is, the increment of the mass u uM  of the substance  X  for time 
t  in the elemental volume ( )V u  due to diffusion through the tube section with the coordinate u u ): 

 ( , ) ,u u
X u u tM D S t

u
  

where D  is the coefficient of diffusion. The value D  is determined by the properties of the dissolved 
substance and the solution and does not depend on the concentration in the large boundaries of its change.  

The following mass passes through the second boundary of the elemental volume ( )V u  with  the  
coordinate u in the direction u (opposite to u  so there is  the minus sign in the formula given below) for  
time from t  to t t  (that is, the increment of the mass uM  of  the  substance   X  for  time  t  in  the  
elemental volume ( )V u  due to diffusion through the tube section with the coordinate u ): 

 ( , ) .u
X u tM D S t

u
  

The total quantity (mass) of the substance X that penetrates the elemental volume ( )V u  through its 
two limits due to diffusion for time t  (that is, the total increment of the mass M  of the substance  X  for 
time t  in the elemental volume ( )V u  due to diffusion) is 

 .u u uM M M   

The corresponding increment of the concentration X  of the substance X inside the volume ( )V u  
due to diffusion is 

 

( , )( , ) ( , )

.
( )

X u tX u u t X u t
M M uu uX D t D t

V u S u u u
  

The rate of change of the concentration of the substance X inside the considerable elemental volume 
due to running of molecules (diffusion) across the boundaries with coordinates ,u u u  at 

0 ( ( ) 0)u V u , 0t : 

 
2

2 20
0

( , ) ( , )lim .
u
t

X X u t X u tv D D
t u u u

  

It is necessary to add the rate of change of the concentration due to chemical transformations to this 
rate (see the first differential equation of system of differential equations (1)): 

l 

l 

0 

S ( )V u  

u  u u  

u  
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 1 0 1 .v XY   

Thus, full rate of change of the concentration of the substance X: 

 
2

1 2 0 1 2
( , ) .X X u tv v v XY D

t u
  

Similarly, we calculate full rate of change of the concentration of the substance Y (taking into account 
the second differential equation of system of differential equations (1)).  

Then the system of differential equations for the rates of change of concentrations in the volume 
( )dV u : 

 

2

0 1 1 2

2

1 2 2 2

,

,

X XXY D
t u
Y YXY Y D
t u

 (3) 

where 1D  and 2D  are coefficients of diffusion for the substances X and Y. 
System of equations (3) is a system of second-order non-linear partial differential equations. 
We linearize system of differential equations (3).  
Taking into account that small deviations x and y from stationary values of concentrations X  and Y  

are the functions u and t, we obtain 

 
( , ) ( , ),
( , ) ( , ).

X u t X x u t
Y u t Y y u t

 (4) 

Substituting expressions (4) and (2) into system of differential equations (3), we obtain the following 
system of differential equations for small deviations x and y: 

  

2
1 0

2 1 1 2
2

2
1 0

1 2 2
2

,

.

x xx y xy D
t u

y yx xy D
t u

 

Neglecting the terms containing values of the second order of smallness xy, we obtain the linearized 
system of differential equations for small deviations of concentrations x and y: 

 

2 2

1 2

2

2 2

2 ,
2

2 ,

x xx y D
t u
y yx D
t u

 (5) 

where the coefficients  and  are expressed in terms of constant rates 0 1,  and 2 :  

 21 0
1 0

2
2 , .  

Note that in system of differential equations (5) unlike system of differential equations (3), variables x 
and y can change their sign (since they are small deviations of concentrations which are either positive or 
negative or zero), whereas variables X and Y, which are concentrations, can only be positive. 

System of differential equations (5) is solved taking into account the boundary conditions at the ends 
of the reactor which are impervious to molecules of the substances X and Y: 
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 0

0

0,

0.

u u l

u u l

x x
u u

y y
u u

  

If initial small deviations of concentrations, at 0t    ( ,0)x u  and ( ,0)y u , from equilibrium are 
defined the same everywhere, then the oscillations will be carried out synchronously throughout the length of 
the reactor and there will be no diffusion along the u-axis because in any neighbouring pair of points  u  and 
u du , the concentration difference at any time is zero. System of differential equations (5) has solutions 
that describe damped oscillations, that is the small deviations ( , )x u t  ( , )y u t  in this case will vary equally 
throughout the length of the reactor. 

If the initial concentrations at different points of the tube differ from each other, then there is diffusion 
that will try to align the concentrations at neighbouring points (or at elemental volumes).  

To study the dependence of the damping of oscillations on the nature of the initial distribution of small 
deviations of concentrations ( ,0), ( ,0)x u y u , it is convenient to define the initial distribution (the initial data) 
in the form of the cosines:  

 
00

00

( , ) cos ,

( , ) cos ,

t

t

nx u t x u
l

ny u t y u
l

  

where 0x  and 0y  are constant numbers.  
Since the differential equations of oscillatory chemical reactions are non-linear, then conclusions 

obtained here are true when the deviations of concentrations ( , )x u t  and ( , )y u t  are  small  compared  to  
stationary values of the concentrations X  and Y . 

If the least initial heterogeneities increase, then oscillations in different phases appear in separate 
elemental volumes of the reactor. Then the colour the liquor of does not change synchronously throughout 
the  volume.  However,  it  is  enough  weak  mixing  (for  example,  convection  flow rate  is  1  cm/s,  the  reactor  
radius  is  1  cm and  10l  cm), so that only initial zero tone can increase, another heterogeneities quickly 
damp and, therefore, the reaction goes synchronously in the whole volume.  

The oscillations of concentrations inside the cell pass in the entire volume of the cell synchronously at 
zero tone if the periods of such oscillations are of the order of several hours and 0,1 . If oscillatory 
heterogeneities appear in the cell, then they are quickly dissolved under the action of only one molecular 
diffusion. The oscillations of concentrations in the cell appear, for example, in dark reactions of 
photosynthesis [3] or in glycolysis [2].  

If the space is heterogeneous, for example, it is heated or illuminated unevenly, then with small these 
heterogeneity the diffusion will also lead to smoothing of heterogeneities and synchronous oscillation modes.  

Conclusions. The system of non-linear partial differential equations of the second order describing 
oscillatory chemical reactions based on diffusion are constructed and investigated.  

The boundary conditions at the ends of the reactor are defined.  
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Zamriy B.A. Investigation of the range of numbers of the acyclic model compiler with logical OR and XOR elements 

in the last digit.  The conducted researches have established the prospect of increasing the productivity of calculating the sum 
signals and transferring acyclic combiners of binary codes with OR logic elements in the last digit. The relationship between the 
number of computational steps of an oriented acyclic graph and the number of unit transitions to the senior level uniquely determines 
the minimum number of transitions for the operation of adding binary codes in the scheme of a parallel adder with a parallel transfer 
method. 

Keywords: acyclic adder with logical elements OR in the last digit, acyclic graph, Kogge-Stone Adder, Han-Carlson 
Adder  
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,  4-bit  N =  256.   136   
 4-  0  42 1 .  

 ( . 4). 
 

 
 

. 4. 4-bit  XOR   
 4- bit . 4 : 

 

0 0 0 0 0

1 0 0 1 1 0 1 1 0 1 1 0 0 1 1 0 1 1 0 1 1

2 0 1 2 2 0 1 2 2 0 1 2 2 0 1 2 0 1 2 2

0 1 2 2 0 1 2 2 0 1 2 2 0 0 1 2 2

0 0 1 2 2 0 0 1 2 2 0 0 1 2 2 1 1

;

;

       +

       +

S a b a b

S a b a b a a b a a b a b a b b a b b a b

S a b a b a a a b a b a b a a a b b b a b

b a a b b b a b b a a b a b b a b

a b a a b a b b a b a b a a b a b 2 2

1 1 2 2 1 1 2 2 1 1 2 2

3 0 1 2 3 3 0 1 2 3 3 0 1 2 3 3 0 1 2 3 3

0 1 2 3 3 0 1 2 3 3 0 1 2 3 3 0 1 2 3 3

0 1 2 3 3 0 1 2 3 3 0 1 2 3 3 0 1 2 3 3

       + ;

       +

       +

       +

a b

a b a b a b a b a b a b

S a b b a b a a b a b a b a a b a a a a b

a b b a b a a b a b a b a a b a a a a b

b b b a b b a b a b b b a a b b a a a b

b0 1 2 3 3 0 1 2 3 3 0 1 2 3 3 0 1 2 3 3

1 1 2 3 3 1 1 2 3 3 1 1 2 3 3 1 1 2 3 3

0 0 1 2 3 3 0 0 1 2 3 3 0 0 1 2 3 3

0 0 1 2 3 3 0 0 1 2 3 3 0 0 1 2 3 3

0

       +

       +

       +

       +

b b a b b a b a b b b a a b b a a a b

a b b a b a b a a b a b b a b a b a a b

a b b b a b a b a b a b a b b a a b

a b a a a b a b bb a b a b a b a b

a b0 1 2 3 3 0 0 1 2 3 3 1 1 2 3 3 1 1 2 3 3

1 1 2 3 3 1 1 2 3 3 2 2 3 3 2 2 3 3

2 2 3 3 2 2 3 3

       +

       + ;

b a a b a b a a a b a bb a b a b a a b

a bb a b a b a a b a b a b a b a b

a b a b a b a b
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0 0 1 2 3 0 0 1 2 3 0 0 1 2 3 0 0 1 2 3

0 0 1 2 3 0 0 1 2 3 0 0       +
P a b b b b a b a b b a b b a b a b a a b

a b b b a a b a b a a b b1 2 3 0 0 1 2 3

1 1 2 3 1 1 2 3 1 1 2 3 1 1 2 3 2 2 3

2 2 3 3 3

       +
       + .

a a a b a a a
a b b b a b a b a b b a a b a a a b b
a b a a b

 

 
. 2 (  OR )  (1) 

.  
. 2  (1)  

 ( . 5).  
 

 
 

. 5. 4-bit  OR   
 

,  (1)  
.  136  4-bit  

 OR  
 0   42 1 .   0   2 1n .  

 n   . 
 4- bit . 5 : 

 

0 0 0 0 0

1 0 0 1 1 0 1 1 0 1 1 0 1 1 0 1 1 0 0 1 1

2 0 1 2 2 0 1 2 2 0 1 2 2 0 1 2 0 1 2 2

0 1 2 2 0 1 2 2 0 1 2 2 0 0 1 2 2

0 0 1 2 2 0 0 1 2 2 0 0 1 2 2

;

;

       +

       +

    

S a b a b

S a b a b a a b a a b b a b b a b a b a b

S a b a b a a a b a b a b a a a b b b a b

b a a b b b a b b a a b a b b a b

a b a a b a b b a b a b a a b

1 1 2 2 1 1 2 2

3 0 0 1 2 0 0 1 2 0 0 1 2 0 0 1 2 1 1 2

1 1 2 2 2 3 3

   + ;
+

       + ;

a b a b a b a b
S a b b b a b a b a b b a a b a a a b b

a b a a b a b  
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0 0 1 2 3 0 0 1 2 3 0 0 1 2 3 0 0 1 2 3

0 0 1 2 3 0 0 1 2 3 0 0 1 2 3 0 0 1 2 3       +
       

P a b b b b a b a b b a b b a b a b a a b
a b b b a a b a b a a b b a a a b a a a

1 1 2 3 1 1 2 3 1 1 2 3 1 1 2 3 2 2 3

2 2 3 3 3

+
       + .

a b b b a b a b a bb a a b a a a b b
a b a a b  

 
  1 

  
4-bit  OR  XOR  
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4-bit   
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– ,  
; 

–  –  
. 

 4-bit PAA  6  2-  
 OR  ( . 5)  4-bit PAA  

 7  2-  XOR  
 ( . 7),  

 , 
, , 

. 
 

 
1. ,  

.  
 

. 
2.  

OR  O(n)   n 8.  
n>8  O(log n)  

.  
3. ,  OR  XOR,  
,  0  2 1n .   OR  

 (  6  )  ( .  5)   (  29  
),  XOR  ( . 

4). 
 OR  XOR  

,  OR  
, 

: 
– ; 
– , . 
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                 Korinchuk N.U., Korinchuk V.V. The role of optimal and applied problems in mathematics in the formation of 
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 V.V. Lyshuk, Y.R. Selepyna, V.Yu. Zablotskyj, M.V. Romaniuk, A.O. Denysiuk.  Equation of the electromagnetic 
state of the DC relay. The article proposes a method for the formation of differential equations of the electromagnetic state of a DC 
relay based on the solution of numerical methods. The time dependence of electromechanical quantities is constructed. For the 
description and analysis of physical processes, the FORTRAN programming language with GRAPHER graphics editor has been 
applied.  

Keywords: relay, algebraic and differential equations, integration of equations. 
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Mekhedov Y.V. Comparison of interpolation methods for plotting maps of land navigation relief.  The article describes 
the basic methods of interpolation, which can be used to build maps of land navigation. Consider deterministic interpolation 
methods, geostatistical interpolation methods.   

Keywords: interpolation, geostatic methods, linear interpolation, polynomial, deterministic interpolation methods. 
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B. Moroz., A. Shcherbakov. Automated information system for video surveillance to perform special functions. A 

complex algorithm for creating an automated system for recording and displaying information from aircraft and observation in 
interactive operator control mode was presented. An architecture for encrypted transmission of video streaming from several cameras 
from an aircraft with in-flight video stabilization and projection of a virtual reality helmet on a 360-degree perspective was proposed. 

Keywords: FPV-system, video registration, streaming video, algorithm, video camera, Diffie-Hellman algorithm, YOLO 
algorithm, neural network. 
 
 Introduction and statement of the research problem. The history of the development of drones dates 
back to the 21st century, when the FPV-system became widespread and video recording from quadcopters 
became possible. Now drones are used to collect various information in large areas, aerial survey and 
photography, monitoring of facilities, etc. Since the technical characteristics allow the use of drones out of 
line of sight, improvement of the interactive system is required for comfortable control of drones. 
 As one of the ways to ensure comfortable interaction with the drone, an FPV system can be used. The 
FPV helmet will be used as the output interface, and the FPV-joystick as the input device. Compared to 
traditional output devices, the FPV system will change the general idea of how to control the drone. The 
new visual presentation will allow to control the drone from the first person with a radius of 360 degrees. 
Thus, the operator can fully control the environment by turning the head, without changing the position of 
the drone. The drone is controlled by a special joystick, and the flight path is selected by turning the head. 
 Purpose. To propose a complex algorithm for creating an automated system for recording and 
displaying information from observation aircraft in the interactive operator control mode. To describe the 
architecture for transmitting encrypted video stream from several cameras with video stabilization in flight 
from an aircraft and projecting on a helmet of a virtual reality in perspective of the review of 360 degrees. 
 Analysis of recent research and publications. To date, the number of scientific developments 
regarding the topic of research is sufficient. 
 K. Ratakonda [1] proposed a video stabilization technology which allows to eliminate the effects of 
unwanted camera movements without affecting the true image. 
 J. Redmon [2] revealed in the pages of his work a new way to recognize facilities with a simple neural 
network. 
 S. Gabreith [3] conducted a comparative analysis of the Diffie-Hoffman algorithm for data encryption 
and the possibility of improving this algorithm. 
 A. Protogerellis [4] considered the fundamental opportunities of an FPV system for controlling 
aircraft. Besides, the author covers topics such as control channel, video communication, component 
placement, ground station design, troubleshooting and interference. He also provided his own configuration 
for setting up an FPV system. 
 Nevertheless, despite the scale of scientific research, the issue of creating a single automated 
information system for performing special functions remains open and requires detailed study. 
 The presentation of the main material.  



 " : , , "  
, 2019.  34 

 

 
© B. Moroz., A. Shcherbakov. 

70 

 To create an automated video surveillance system, it is necessary to create an appropriate aircraft that 
will capture streaming video from several cameras and which will provide the ability to encrypt and transmit 
data to the operator in real time. For vision in the night spectrum, cameras must operate in the infrared. The 
aircraft must be able to stabilize the video in motion, because the image without stabilization may deteriorate 
significantly in contrast to the video, which is shot by the camera on a tripod. Other difficulties for creating 
an automated video surveillance system are that the aircraft must be able to recognize facilities in real time in 
order to follow them. In the reviewed papers there is no solution to the problem of an automated video 
surveillance system that would unite all the technologies of the reviewed papers. The algorithm for 
implementing an automated information system for video surveillance to perform special functions, which is 
proposed as part of this study, is shown in Figure 1. 

 
 

Fig. 1. Scheme of the complex algorithm of the automated system for video surveillance from aircraft 
  
 We will consider the software image stabilization principles on an aircraft. The principle of the 
software stabilizer, on the one hand, resembles a digital stabilizer in the camera, but there are a number of 
significant differences. If there is no motion at the edges of the frame, this filling of the edges works very 
well: it is possible to shoot a distant stationary facility with a shake even half a frame – the process of 
stabilization “sticks together” from this set of frames a single “panorama” and will slowly move the focus 
along it. Of course, this technique does not always work well, but ideally, it allows you not to reduce the 
frame size at all and not to lose in the resolution, minus the inevitable re-interpolation of the picture during 
the shift, and in the viewing angle, which is also important. Motion detection methods, as a rule, work 
similarly to the methods used in MPEG-like compression. That is, the frame is divided into blocks. For each 
of  them,  the  most  similar  block  in  the  previous  frame  and  offset  relative  to  it  are  selected.  The  average  
characteristics for the entire frame are determined from the constructed displacement map. As a rule, these 
are two-four values: horizontal and vertical displacement and often rotation and change of scale. In this case, 
it is possible to discard those blocks that move in apparent disagreement with the general direction, since 
they most likely correspond to the movement of individual facilities in the frame relative to the background, 
or are simply incorrectly identified in the previous frame. There are other ways, for example, the Fourier 
analysis applied in the DePan filter, but the output usually yields the same values [5]. Next, the stabilization 
module directly enters, which builds the optimal trajectory of the camera by smoothing the existing “chaotic” 
one, performs frame shifting, rotation and scaling to the corresponding values, fills edges, etc. The selection 
of the optimal smoothed trajectory is similar to applying a low-pass filter to the “signal” formed by 
displacement vectors, i.e., in fact, oscillations with frequencies higher than the cut-off frequency set by the 
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user are removed. Thus, the operator can watch the smooth streaming video transmitted from the aircraft in 
real time. 
  At the first stage, the aircraft recognizes the facility by using the toolkit, which represents a new way 
to localize facilities in the image – YOLO (You Only Look Once) [6]. The localization problem is 
formulated as a single-stage regression problem: a single neural network accepts the entire image as input 
and gives the coordinates of the bounding rectangles and the probabilities of belonging to classes for them. 
YOLO divides the image into an S x S grid. Responsible for the detection of a facility is that grid cell, which 
gets its center. Each cell searches for bounding rectangles of the same class. A rectangle is characterized by 
five numbers - 4 coordinates and confidence in it of the neural network. Then, the confidence estimate for 
each detection zone is multiplied by the class probability to get the final estimate S x S x (B * 5 + C) [7]. 
YOLO imposes strong restrictions on the spatial location of facilities. Because of its lattice structure, the 
system copes well with large facilities located at a considerable distance from each other. And also, thanks to 
the high speed image processing, it is suitable for use in real-time systems. 
 To encrypt  data  transmitted from the aircraft  to  the operator,  it  was proposed to use the asymmetric  
Diffie-Hellman cipher. In an asymmetric cipher, there are two keys, k1 and k2, connected by a non-trivial 
relation [8]. If a message is encrypted on the key k1, it can be decrypted on the key k2. The implementation 
of this encryption is made due to the existence of unidirectional functions, it means such functions that can 
be easily calculated in one direction, but without knowing the private key, it is impossible to decrypt them. In 
any case, effective methods for decrypting a private key do not exist yet. 
 We will consider the example presented in the scheme of the complex algorithm presented in Fig. 2 
between the aircraft and the operator.  
 Let they have common knowledge about the numbers P and G. This is the base of the field and the 
generator. The aircraft generates a large random number, and calculates the generator in degree a modulo R. 
It  sends  the  result  A  to  the  operator.  The  operator  takes  some  random  number  B,  calculates  the  same  
generator  in  degree B modulo R.  The generator  and module G and P are open data.  If  we look at  the real  
cryptographic protocols, G and P are properties of a particular group. 
 Then the operator calculates B and sends it to the aircraft. The drone takes B and raises to its degree, 
and the operator takes the number obtained from the aircraft, and raises to the degree b. The equality a = Ab 
is obtained. Thus, two parties to the connection can exchange data in an encrypted communication channel. 

 
Fig. 2. The Diffie-Hellman algorithm on the example of an aircraft and an operator 
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 The  ability  to  control  the  aircraft  with  the  ability  to  view  the  panorama  of  the  adjacent  territory  
through special VR-glasses appeared thanks to the FPV system. The abbreviation FPV used for flying drones 
appeared relatively recently. It describes the technology, the full name of which sounds like the First Person 
View. It appeared due to the use of cameras installed on board aircrafts. Its essence is to provide the user of 
the technology, in particular the operator, with the ability to view a real-time image captured by the camera. 
Thus, this technology allows to control the drone from the first person. 
 The application of this technology is almost unlimited. It can be used both for entertainment and in the 
professional field. Therefore, drones, in particular multi-copters and quadrocopters, with the FPV function 
are used in various sectors of the economy. They are used by farmers for fertilizing and tracking cattle, law 
enforcement agencies and rescue services associated with them also use them, but they use them in places 
where a person’s appearance is associated with a risk to life, and not just convenience. With their help, 
rescuers can inspect the facility before taking measures to eliminate the accident or apprehend armed 
criminals. 
 FPV function is not possible without an FPV system. It is multicomponent and implemented through 
several technologies. One of them means capturing an image, the second one - processing the received data, 
if necessary, complementing it with information read from sensors for implementing the OSD interface 
technology, the third one - by wireless transmission and reception of a signal to deliver the picture to the end 
user – the operator. All technologies are connected inextricably and are created from several modules. Some 
of them are installed on a flying drone, a quadrocopter, and some are located at the end user. At the same 
time, modules installed on an aircraft can be both built-in and removable. Modules that the user has, 
depending on the data transfer technology used, can be installed in the control equipment or they may be part 
of a paired mobile device, provided it is used [9]. 
 The  principle  of  video  transmission  is  as  follows:  a  camera  on  an  aircraft  – a video transmitter – a 
receiver in an FPV helmet – video on the helmet / glasses screen (Fig. 3). The signal is television that 
eliminates any delay in the transmission of the signal to the equipment. The signal is transmitted at a 
frequency of 5.4GHz, to prevent interference from surrounding devices and the possibility of transmitting 
large amounts of data over long distances. The range of stable operation of the signal using the FPV system 
usually does not exceed 1 km, but if we set the power to 600 mW, the aircraft will transmit video up to 3 km 
in line of sight [10]. The power must simultaneously increase both on the transmitter device and on the 
receiver device in order for the connection to remain stable throughout the entire flight of the aircraft.  

 
Fig. 3. Video transmission scheme in the FPV system between the camera and FPV glasses 

 
 Conclusion and prospects for further development. A new integrated algorithm for creating an 
automated system for recording and displaying information from observation aircraft in the interactive 
operator control mode is presented. An architectural solution has been proposed for encrypting the 
transmission of streaming video from several cameras from an aircraft with video stabilization in flight and 
projection on a helmet of a virtual reality in perspective of the review of 360 degrees. 
 It is proposed to use the YOLO algorithm for recognition of the fecility in real time with the 
possibility of its capture and following the drone behind it. 
  The  algorithm works  on  the  basis  of  an  analog  FPV system for  streaming  video  from an  aircraft  to  
FPV glasses, a Diffie-Hellman algorithm for encrypting streaming data. 
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B. Moroz., O. Pokotylenko Analysis of development on creation of delivery organization systems using drones. Within 

this article we consider achievements in the field of development, concepts and ideas for creation of delivery systems using unmanned 
aerial vehicles (UAV), which provide for maximum automation with minimal human participation in the delivery of goods or products to 
the final consumer. We also analyze the possibility of improving of the delivery system logistics component in order to improve the quali-
ty of the service provided, as well as to eliminate the loss of applications and other information in the system operation. 

Keywords: drone, delivery system, automation, information processing 
 
Introduction and statement of the research problem. Technological progress does not stand still, more 

and more tabloid headlines describe new advances in science and technology, new concepts appear and existing 
technologies are improved. The idea, which even five years ago seemed practically useless because of the high 
cost of its implementation, now may well be realized with acceptable expenditure of resources. Electric vehicles 
[1] are a vivid example of this technology. Having appeared as an opposition to transport with combustible fuel, 
at first they were expensive and had an insufficient power reserve. With the development of energy storage tech-
nology, it got possible to reduce the cost of production and produce not a limited series available only to a few, 
but create a product designed for a wide consumer. For example, Tesla Model 3 [2] has a power reserve of 500 
km, which is enough to get from Kiev to Odessa. 

The same applies to drones. Now there are devices capable of expanding speed up to 17 m / s, which, 
combined with the ability to be in the air for 26 minutes, gives a flight range of more than 26 km. 

Naturally, it was only a matter of time when someone should like to use drones to deliver goods. In addi-
tion to many independent companies and enthusiasts such corporations as Amazon, Google and DHL [3, 4, 5] 
got interested in such an application. 

Despite the fact that the above-mentioned corporations have enough resources, they cannot boast of se-
rious achievements yet. So, Amazon made only two deliveries [6], and Google froze its project after only one 
demonstration [7, 8], at DHL had better results, during a three-month experiment in the Alps in 2016, having 
delivered about 130 parcels [9]. 

Enthusiasts have things a little better. Zipline [10] delivers medicine and blood samples to Rwanda [11], 
and Matternet [12] performs a similar task in the Republic of Malawi [13]. Various projects for products delivery 
can be mentioned about only in passing, since many were only a PR move. However, subsequently, it’s massive 
use of drones in delivery that is the ultimate goal and outcome of such research; and then it will be necessary to 
create a system that will effectively allocate the available resources for goods or products delivery. 

Naturally, the construction of such a system is a complex task and one of its elements is the processing 
of incoming applications. One of the concepts for solving this problem is considered in this article. 
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Goal. It’s to offer the concept creating of an automated subsystem for applications registering and 
processing for a product delivery system by drones to the end user. 

Analysis of recent research and publications. Today, information about such researches is practical-ly 
non-existent since most of the projects aimed at creating and developing of the concept of cargo transportation 
using drones are in a state of controlled experiment and are not available to a wide circle of consumers. 

Presentation of the main material. As mentioned above, cargo transportation by drones is not massive 
today, and therefore does not require specialized means and tools to manage the logistics of the delivery system 
using drones. 

As an example, consider how Amazon sees the implementation of its Amazon Prime Air project [6]. 
First of all, it should be noted that the highlight of the project from Amazon is the use of airships as logistics 
centers for storing cargo and launching UAVs. According to Amazon, such application fulfillment centers will 
be able to respond to demand spikes even before they occur, but so far this development is only at the patent 
stage [14]. Figure 1 shows a diagram of how such a system can work. At the same time, it is proposed to use 
smaller airships to replenish stocks on such airships. And to reduce the cost of returning drones to flying logis-
tics centers, airships are provided that will collect drones that have already completed their deliveries. 

  

Fig. 1. Diagram of flying logistics centers from Amazon 

As mentioned above, this diagram rearranges only a patent, but its implementation as shown in Figure 1 
is worth considering. The diagram at figure 1 shows the so-called flying warehouse, which according to the 
project, acts as a mobile logistics center, the object at figure 2 displays the drone which delivers the goods from 
the flying warehouse to the consumer in region 3, while part of the descent is carried out by planning so that to 
save energy. Based on these considerations, the drone 4 does not rise back, but It is planned to use such small 
airships represented by figure 5, to replenish stocks of drones and goods at the flying warehouse. Such a supply-
ing airship can be located not only at the special waiting area 6, but also near the ground logistic center 7, from 
which it also replenishes the stock new and goods before shipment to the flying warehouse. In the absence of a 
supplying airship at the waiting area, drone 8 performing the delivery can go to the ground logistics center 7; this 
approach will also save more energy than a simple return to the flying warehouse. The figure 9 schematically 
indicates the coverage area of the system using the flying warehouse. 

It is also worth noting that this scheme was not described in the literature, calculations of its energy effi-
ciency were also not presented, but exist at the concept stage and were adopted as such. 
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The system described above is still in the state of a patent and time and refinement are still required 
before a concrete implementation. At the moment, the actual implementation of the delivery system using drones 
by Amazon is as shown in Figure 2. 

Fig. 2. The scheme of delivery by drones from Amazon 

As it was mentioned, according to this scheme only two trial deliveries were made, therefore, when such 
a system enters the real market for mass service, it is inevitable that there will be a need for more detailed appli-
cation processing and organization of the delivery of goods to the final consumer, which is indicated by the dot-
ted line between items 1 and 2. The creation of such a subsystem is considered in this article. 

At this stage, it is advisable to mention introduction of the user ability to choose two delivery options: as 
soon as possible or specify the exact date and time. Thus, the delivery system will have an additional effective-
ness criterion. 

Such a system must meet certain criteria: 
 applications must be processed without loss (i.e. all must be delivered); 
 must be met within the time constraints; 
 must be met with minimal use of resources so that capital and operating costs are minimal. 

Disciplines that are built on the basis of queuing theory are traditionally used to organize the service of 
requests, but the use of models allows organizing services according to criteria like service probability, average 
service time, etc. In this case, this is poorly applicable since it is necessary to provide service for each applica-
tion within specific time limits (and not for the average time), and probabilistic criteria generally allow for the 
loss of a certain number of applications during maintenance. 

The authors aim to develop such a system for organizing the service of requests that were not built on 
probabilistic and average service characteristics, but would allow determining these characteristics accurately. 
For this purpose, it is advisable to take advantage of the discipline named organization of information processing 
[15]. 

This discipline allows you to take into account the characteristics of aging and the value of information 
in the process of its transmission and processing, allows you to significantly increase the effectiveness of me-
thods and means of data processing, their management and information services. The discipline allows us to take 
into account that during the operation of the system we will deal not with the average queue of requests, but with 
a specific queue at the current moment while taking into account the change of individual requests in time. In 
contrast to the statistical and dynamic disciplines used to solve such problems, the proposed discipline does not 
rely on such assessment criteria as: 

 the maximum and average delay in the result issuance relative to the moments of their receipt; 
 probability of the timing violation of the result issuance; 
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 allowable percentage of information loss during processing. 
This is undoubtedly an advantage for the task. 
 Using such qualitative-quantitative characteristics as both aging and value of information, the proposed 
discipline allows organizing rational processing of information for two main cases: 

I. input streams are strictly regular or quasi-regular with varying degrees of intensity in different 
parts of the system; 

II. input message flows are random and are described by the Poisson law with different characteris-
tics on individual sections of the system. 

Using this discipline, you can create a system for processing of applications so that it should allow you to adjust 
the order of their processing depending on their intensity and characteristics. 

For the case of strictly regular or quasi-regular input information flows processing process is as follows. 

Fig. 3. Scheme of processing of regular input flows of applications in accordance with the managed dis-
cipline of maintenance 

 
Flows of applications enter the system and get to the queue, depending on a certain threshold time for 

maintenance Tthreshold. i, where i is an index of a membership of an application of an i-th type to Tthreshold. i. 
      (1) 

where  is a function of waiting time for processing of an application of an i-th type, received at time t;  is 
a time of processing of an application of an i-th type. 

 
where  is the function of distribution of processing time of an application of an i-th type. 

The application is processed as follows (Fig. 3). 
The system processes applications of each queue in turn, giving each i-th type of applications a time 

slice tki, during which 1, 2, 3 ... etc. applications i-th queue can be processed. 
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Thus, the processing of applications can be made adjustable depending on changes in the intensity of 

application flows . 
Vector  is used as the control vector 

     (4) 
 
Conclusion. The information presented in the article allows to determine the direction of creation of de-

livery systems using drones, aimed at the mass consumer as a promising direction for research in the areas of 
robotics and the creation of software products and software. The proposed discipline of organization of applica-
tions processing process seems promising in terms of using to manage such a delivery system. 
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Nedashkivskyi  Y.  A. Effectiveness of information technology for analyzing and predicting time series with fractal 

properties based on linguistic modeling. The paper defines the effectiveness of information technology for analyzing and 
predicting time series with fractal properties based on linguistic modeling. A test of the performance of information technology for 
analyzing and predicting time series with fractal properties and software implementations on real data confirmed the possibility of 
ensuring objectivity in conducting forecasting. The use of information technology for analyzing and forecasting time series with 
fractal properties will provide a high level of forecasting with the most complete implementation of the analytical system. The study 
of the three adaptive type methods showed that  the Brown model works only with a small  forecast  horizon,  that  is,  the trend and 
seasonal changes are not taken into account. Information technology for analyzing and forecasting time series with fractal properties 
is universal and allows you to adapt the planning process of forecasting financial time series to the level of formation of the initial 
series. 

Keywords: information technology, analysis, forecasting, financial time series, linguistic modeling, fractal properties. 
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1 01.09.2012 0:00 275,22 
2 01.09.2012 1:00 0,00 
3 01.09.2012 2:00 0,00 
4 01.09.2012 3:00 0,00 
5 01.09.2012 4:00 0,00 
6 01.09.2012 5:00 29,96 
7 01.09.2012 6:00 343,73 
7 01.09.2012 7:00 440,01 
8 01.09.2012 8:00 462,64 

.... ... ... 
53206 25.09.2018 21:00 1 240,26 
53207 25.09.2018 22:00 1 183,48 
53208 25.09.2018 23:00 1 129,49 
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 Mobile ID . ,  
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. ,  Mobile ID  
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 Mobile ID .  
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: , Mobile ID, , , . 

 
, , .  Mobile ID . 

 Mobile ID . ,  
 

,  
. ,  Mobile ID  

, .  
 Mobile ID .  

 Mobile ID. 
: , Mobile ID, , , . 

 
I.Nikolina, I.Nikolina, M.Yanush. Peculiarities of implementation and perspectives of Mobile ID in Ukraine. The 

article investigates the implementation of Mobile ID in Ukraine. It is substantiated that in the context of e-government being 
developed Ukraine should pay special attention to the implementation of online services and the development of telecommunication 
infrastructure which involves the introduction of new schemes and means of electronic identification and establishing levels of trust 
to them. It is investigated that the Mobile ID technology provides the ability to sign e-documents using a mobile phone which results 
in an expanded access to transparent and non-corrupt electronic services. The stages of Mobile ID implementation in Ukraine are 
specified. The current state is highlighted and potential opportunities and advantages of the Mobile ID service are systematized. 

Key words: digital technologies, Mobile ID, electronic service, electronic signature, identification. 
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Poliachenko A. I. Search for the contours of areas with a specific pathological structure on MRI images. The article 

reviews and suggests methods and models for searching the outlines of areas with a specific pathological structure on MRI images. 
To solve the problem of the localization of abnormal tissue formations on MRI images, spatial autocorrelation coefficients based on 
local and global Moran indices can be used. The use of convolutional neural networks has been proposed to search for contours of 
areas with a specific pathological structure on MRI images. 

Keywords: search, localization, MRI, autocorrelation, convolutional neural networks, pathological structure. 
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