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affecting measurement accuracy are defined. Temperature of the medium effect on the value of the Doppler shift is computed. A 
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 Boltenkov V.A., Al-Jasri Gamal Khaled Mohammed. The study of acoustic  coolant leak monitoring systems.  
The advantages of the acoustic monitoring system leaks water coolant in power equipment has been shown. Their action is based 
on registration of broadband audio signal generated by superheated coolant flow with spatially separated system of microphones. 
The measuring information processing is based on TDOA technology. We studied Two algorithms for estimating the leak with 
microphone system has been studied. Comparison of algorithms for estimating the coordinates  by criteria of accuracy and 
calculations speed has been performed with computer simulation. 

Keywords: coolant leak monitoring, acoustic microphone system, TDOA technology, pseudoinverse matrix. 
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 (2)  (3)  
 0: 

0

2

[ 1 2 (1 1) 2 (1 )(1 )(3 2 ]

[2 (1 )( 1)(2 1) ( )] (1 )
4 [(1 2

1 1 2 ( )( ) )

(2 1) (2 1)
) ]

1
(1 4 1 )

ijM v v v v

v v v v
v

A u u w u u w

u u w u B u
C uv uw u

 (4) 

 Maple . 2. 
 

   
w=0,8 w=1 w=1,2 
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. 2. : 
 w=0,8 – ; w=1 – ; w=1,2 – . 

 
, L , / 2,  ( . 

3),  R D , , -
.  

 

 
. 3. . 

 
 ij -

 [3]  (  
): 

( 1) ( 1) ( 1)( 1)

2 2 2 2 2 2

( 1) ( 1) ( 1)

( )( ) ( )( ) ( )( )

( ) ( ) ( ) ( ) ( ) ( )

ij N i j N ij N i j N ij N i j Ni j

ij

ij N ij N ij N i j N i j N i j N

x x x x y y y y z z z z
arccos

x x y y z z x x y y z z
 (5) 

 cos ij -
.  MijM(i+1)jN   

 
( 1)

( 1) ( 1) 1 1
( 1)

( 1) ( 1) 1 1
( 1)

( 1) ( 1) ( 1) ( 1)

;

;
.

i j
ij ij i j i j ij N ij N iji j i j

i j
ij ij i j i j ij N ij N iji j i j
i j

ij ij i j i j ij N ij i j N i j ij

x y z y z y z z z y y

y z x z x z x x x z z
z x y x y x y y y x x

 (6) 

 
 

 
( 1) ( 1) ( 1)

( 1)

2 2 2( 1) ( 1) ( 1)

i j i j i j
R ij R ij R iji j

ij
i j i j i j

ij ij ij

x x y y z z
cos

x y z
 (7) 

 xR, yR, zR – ,  NR . 
, ,  NR =1. -

. 
 

 
1 ( 1) 1 ( 1)( 1) ( 1) ( 1) ( 1)

( 1) ( 1) ( 1) ( 1)1 ( 1) 1 ( 1)

1
2

i j i ji j i j i j i j ij ij
ij ij i j i j i j i ji j i j

D cos cos cos cos  (8) 
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DE , ,  
: 

D D DE L  (9) 
 N  

: 

1 1

D D
NE L  (10) 

 
 (10).  N,  

,  
 

 

 2  2  2

 2  2  2

 2  2  2

( )
;

( ) ( ) ( )
( )

;
( ) ( ) ( )

( )
.

( ) ( ) ( )

D D D
D N

D D D
N N N

D D D
D N

D D D
N N N

D D D
D N

D D D
N N N

L x x
xE

x x y y z z
L y y

yE
x x y y z z

L z z
zE

x x y y z z

 (11) 

 
 

.  
.  

)  

 2  2( ) ( )

D
D N
N D D

N N

ZE zE arctg
x x y y

 (12) 

 
 Y 

D
D N
N D

N

XE xE arctg
YE y

 (13) 

 
 

 
4 0,25 ,D DLE  (14) 

D  –  ( . 4), . 
,  

,  
 [4] 

, 1
1

2  
p

D
k k

k

A  (15) 

 p – ; 
k,k+1 –  

,  k  
 k+1- . 

 
 [3]. 

 
. -

. 4. -
. 
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 N.  MijNM(i+1)j, 
( 1) ( 1) ( 1) ( 1), , i j i j i j i j
ij ij ij ijS x y z , : 

 
( 1)

( 1) ( 1) 1 1
( 1)

( 1) ( 1) 1 1
( 1)

( 1) ( 1) ( 1) ( 1)

;

;
.

i j
ij ij i j i j ij N ij N iji j i j

i j
ij ij i j i j ij N ij N iji j i j
i j

ij ij i j i j ij N ij i j N i j ij

x y z y z y z z z y y

y z x z x z x x x z z
z x y x y x y y y x x

 (16) 

 M(i+1)jNM(i+1)(j+1)  
 

1 1
1 1 1 1 1 1 1 1 1 1 1 1 1
1 ( 1)

( 1) ( 1) ( 1) ( 1) ( 1)1 ( 1) 1 ( 1) 1 ( 1) 1 ( 1)
1 ( 1)

( 1) ( 1)

;

;

i j
N Ni j i j i j i j i j i j i j i j i j

i j
i j i j i j N i j N i ji j i j i j i j

i j
i j i j

x y z y z y z z z y y

y z x z x z x x x z z

z x y ( 1) ( 1) ( 1)1 ( 1) 1 ( 1) 1 ( 1) 1 ( 1) .i j N i j N i ji j i j i j i jx y x y y y x x

 (17) 

 MijNM(i+1)j  M(i+1)jNM(i+1)(j+1)  
: 

1 ( 1) 1 ( 1) 1 ( 1)( 1) ( 1) ( 1)
( 1) ( 1) ( 1)

1,2 2 2 21 ( 1) 1 ( 1) 1 ( 1)( 1) ( 1) ( 1)
( 1) ( 1) ( 1)

i j i j i ji j i j i j
i j ij i j ij i j ij

i j i j i ji j i j i j
i j ij i j ij i j ij

x x y y z z
A arccos

x x y y z z
 (18) 

.  
 (25)  

 

1,2 2,3 3,4 4,1  2D A A A A  (19) 
 

-
 

4

1 1

0, 25 ,D DE L  (20) 

 
, , -

: 
1. . 
2. . -

. 
3.  

. 
4.  

. 
5. -

, , . 
6.  

. 
7. ,  

. 
8. . 
9. -

. 
. -
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Kaganyuk . Golodyuk.N.A. Requirements on finding out  facilities by means of 

methods. Description of methods of radio frequencyauthentication of motive transport is examined in the 
article. 

Keywords: Radionavigayshin methods, location,transport vehicles, radio frequency authentication 
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 – " (Automatic Vehicle Location – AVL).  
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 "NAVSTAR" ( )  " " ( ). 
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            1.1 ;  
            1.2 , ; 
            1.3 ; 
             1.4 ; 
             1.5 ; 
            1.6 . 
 2. : 
             2.1 -  

- ; 
             2.2  
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               2.3 , . 
 3. - :  
             3.1 ;  
           3.2 ;  
           3.3 . 
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Kolosova E.P.  Geometric and mathematical modeling of the impregnation process of oriented fibrous fillers by 

liquid polymeric binders. The relevance and practical examples of adaptation of the methodology of geometric and 
mathematical modeling for determination of process parameters of impregnation of oriented fibrous fillers by solutions of 
polymeric binders is considered. The complex of the structural characteristics of the geometric model of oriented fibrous 
polymeric composites, namely porosity and specific internal surface of the effective (hydraulic) capillary radius is determined. A 
satisfactory agreement between the theoretical and practical research results is obtained. On the basis of microstructural analysis 
of thin sections is qualitatively established the effectiveness of ultrasonic treatment for formation of composites. It is found that 
in low frequency ultrasonic treated hardened composite there is almost no foreign inclusions between the fibers, and the fibers 
themselves are distributed substantially regularly. The results obtained make it possible to optimize the kinetic parameters of the 
impregnation process and design parameters of the impregnation equipment.  

Keywords: geometric modeling, mathematical modeling, model, structure, prediction, process, technology impregnation, 
parameter, polymer, binder, fiber, composite. 
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);  (4) ( ); n . 
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 ( ) – . . 3. ,    
 N   = 2500  ( .  .  2,  ,  )   = 1,1, 

2  [6,  9]     (5)   ) =  8,158  .    
 (4)   : b  = 0,129,  c  = 0,9812,   (6)           

  =  0,28  (        
 = 1 –    = 0,72),   ( )  (7)  r  = = 5,96  6 .  

, ,   (4) : b  = 
0,125, c  = 0,992,   (6)   = 0,27 (  

 = 1 –  =  0,73),   ( )  
(7)  r  =  = 5,77   5,8 .  
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Marchenko O.I., Khoptynec V.A. Translation of programs from procedural languages to functional languages 

using value dependence graph. Technique for programs translation from procedural programming languages to functional 
languages using functional-oriented intermediate representation – value dependence graph, is proposed in this paper. In contrast 
to other intermediate representations like control flow graph, value dependence graph exposes dependencies among statements of 
source languages, that helps to extract evaluations without side effects. 

Keywords: translation, procedural programming, functional programming, intermediate representation, value 
dependence graph. 
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.  
, ,  – .  

.  
, .  

, , .  
,  « »,  

. 
 – . ,  

, . 
, ,  

,  Common Lisp, ,  
 setf.  ,   Common  Lisp   

, . ,  
 Common Lisp .  C .1.  

 Common Lisp – .2.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
  .1.                                         .2.  Common Lisp 

 
 
 

,  Haskell,  
.  

Haskell  IORef . 
 Haskell .3. 

, , ,  
, ,  

.  
, , .  

,  
, , . 

 
 
 
 
 
 

(defvar *global_foo*) 
 
(defun foo (a) 
  (let ((x (+ 123 a))) 
    (if (> x *global_foo*) 
      (setf *global_foo* x) 
      (setf *global_foo* a)) 
   (+ *global_foo* a x)) 

int global_foo; 
 
int foo(int a) {  
  int x = 123 + a; 
  if (x > global_foo) {  
    global_foo = x; 
  } 
  else { 
    global_foo = a; 
  } 
  return global_foo + a + x; 
} 
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. 3.  Haskell 
 

-
 ( ) .  

, .  – 
, . ,  

 
. 

 (CFG)  
 (SSA),  (DFA).  

,  
.  

.4. 
 

                                    
. 4.                                             . 5.  

 
 

 CFG  (PDG) [1].  
,  - .  « » , 

,  ,   
.  PDG , , 

global_foo :: IORef Int 
global_foo = unsafePerformIO $ newIORef 
undefined 
 
foo :: Int -> IO Int 
foo a = do 
  let x = 123 + a 
  _global_foo <- readIORef global_foo 
  if x > _global_foo then 
    writeIORef global_foo x 
  else 
    writeIOref global_foo a 
  _global_foo_return <- readIORef 
global_foo 
  return (_global_foo_return + a + x) 
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, . ,  
.  

.5.  
 ( ). 1 –  x; 2 – 

 x  global_foo; 3 –  x  global_foo; 6 –  a  global_foo. 
. 

 
,  (VDG)  

 [2].  
, .  

, . , 
 

.  
,  

 [3].   
.  

. 6. 
 

 
                                                         . 6.  
 

,  – ,  
.  E1  E2,  E1 

 E2. : 
1. . , . 
2.  ( ), .  

.  
3.  ( ), . 
4. .  (  

).  
. 

5. . , ,  
.  

6. . . 
7. . .  

, .  
 ( , ). 
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 Marchenko O.I., Shcherbyna B.O. Technique for COBOL types translation into types of modern programming 
languages. A modified technique for COBOL types translation into types of modern languages is proposed in this article. It is based 
on the wide usage of native types of the target language, rather than simplier implementing COBOL data types semantics using a set 
of additional classes. 
 Keywords: translation techniques, data types, COBOL programming language, native types of modern languages.  
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Interface Movable; 
Class PicData<...> : Movable; 
Class CobolArray<...> : Movable; 
Class BinRep : Movable; 
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 PICTURE.  CobolArray ,  
.  BinRep (binary representation)  

, ,  
 COBOL. 

  BinRep, ,  
.  COBOL. 

 ,   PicData,  —  
 CobolArray. , , ,  

. 
 
 2.   COBOL ,  

. #  1: 
 

 1.  COBOL # 
PIC clause Scope Corresponding Type in C# 

S9(n) 1  n  9 - 999,999,999 ÷ 999,999,999 int 
S9(n) 10  n  18 - 999,999,999,999,999,999÷ 

999,999,999,999,999,999 
long 

S9(m)V9(n) 1  m + n  7 7 decimal digit precision float 
S9(m)V9(n) 8  m + n  15 15 decimal digit precision double 

S9(m)V9(n) 16  m + n  28 28 decimal digit precision decimal 
9(n) 1  n  9 0 ÷ 999,999,999 unit 

9(n) 10  n  18 0 ÷ 999,999,999,999,999,999 ulong 
9(m)V9(n) 1  m + n  7 7 decimal digit precision float 
9(m)V9(n) 8  m + n  15 15 decimal digit precision double 

9(m)V9(n) 16  m + n  28 28 decimal digit precision decimal 
 

 3.  COBOL ,  
.  

 COBOL.  BinRep,  
,  COBOL. 

 4.  
,  .  ,   

 BinRep .  
, . 

  
 ,  

 COBOL  “ ”.  
, .  

,  
. ,  

.  ,   
 COBOL: 

  
  
 01 date PIC 9(8). 
 01 year PIC X(4). 
 01 month PIC X(2). 
 01 day PIC X(2). 
 
 …. 
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 MOVE year TO date(1 : 4). 
 MOVE month TO date (5 : 2). 
 MOVE day TO date (7 : 2). 
 
  date  

 year,   —   month   —  
 day.  

: 
 
{ 
 BinRep __refmod__ = null; 
 __mt_refmod__ = 
 CobolUtils.toBinRep("9(08)", date).subrepmod(PicData<S9>(BinRep(-1)), 
PicData<9>(BinRep(1)).add(PicData<9>(BinRep(4))).sub(PicData<9>(BinRep(1))), CobolUtils.toBinRep("X(04)", year)); 
 date =__mt_refmod__.subrep(PicData<9>(BinRep(0)), PicData<9>(BinRep(0)) + 
PicData<9>(BinRep(8))).asuint32_t("99999999"); 
} 
{ 
 BinRep __refmod__ = null; 
 __refmod__ = 
 CobolUtils.toBinRep("9(08)", date).subrepmod(PicData<9>(BinRep(5)).sub(PicData<9>(BinRep(1))), 
PicData<9>(BinRep(5)).add(PicData<9>(BinRep(2))).sub(PicData<9>(BinRep(1))), CobolUtils.toBinRep("X(02)", month)); 
 date = __mt_refmod__.subrep(PicData<9>(BinRep(0)), 
PicData<9>(BinRep(0)).add(PicData<9>(BinRep(8)))).asuint32_t("99999999"); 
} 
{ 
 BinRep __refmod__ = null; 
 __refmod__ = 
 CobolUtils.toBinRep("9(08)", date).subrepmod(PicData<9>(BinRep(7)).sub(PicData<9>(BinRep(1))), 
PicData<9>(BinRep(7)).add(PicData<9>(BinRep(2))).sub(PicData<9>(BinRep(1))), CobolUtils.toBinRep("X(02)", day)); 
 date =__mt_refmod__.subrep(PicData<9>(BinRep(0)), 
PicData<9>(BinRep(0))).add(PicData<9>(BinRep(8))).asuint32_t("99999999"); 
} 
 ,  

.  
: 

{ 
 BinRep __refmod__ = null; 
 __mt_refmod__ = 
 CobolUtils.toBinRep("9(08)", date).subrepmod(1 -1,1 +4 -1, CobolUtils.toBinRep("X(04)", year)); 
 date =__mt_refmod__.subrep(0, 0 + 8).asuint32_t("99999999"); 
} 
{ 
 BinRep __refmod__ = null; 
 __refmod__ = 
 CobolUtils.toBinRep("9(08)", date).subrepmod(5 -1,5 +2 -1, CobolUtils.toBinRep("X(02)", month)); 
 date = __mt_refmod__.subrep(0, 0 + 8).asuint32_t("99999999"); 
} 
{ 
 BinRep __refmod__ = null; 
 __refmod__ = 
 CobolUtils.toBinRep("9(08)", date).subrepmod(7 -1,7 +2 – 1, CobolUtils.toBinRep("X(02)", day)); 
 date =__mt_refmod__.subrep(0, 0 + 8).asuint32_t("99999999"); 
} 
 
  

,  BinRep.  
,  ,  ,   

. , ,  
. : 
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 date = CobolUtils.toBinRep(year + month + day).asuint32_t("99999999");  
 
  year,  month   day   (string),   

 date. 
  
 ,  

,  .  ,  .1,   
.  

,  COBOL  
,  

.4. 
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KEY PERFORMANCE INDICATORS BASED SOFTWARE ECOSYSTEM (SECO) 
RESEARCH USING PUBLICATIONS SYSTEMATIC MAPPING 

Melnuk K.V., Melnuk V.M., Khrystynets N.A. Key performance indicators based software ecosystem research 
using publications systematic mapping. To create value with a software ecosystem, a platform owner has to ensure that the 
SECO is well and sustainable. Key Performance Indicators (KPI) are used to assess whether and how well such objectives are 
met and what the platform owner can do to improve. This paper gives research overview on KPI-based SECO assessment using 
research publications systematic mapping. The study identified 34 publications for which KPI research and KPI practice were 
extracted and mapped. It describes the strengths and gaps of the research published later and what KPI are measured, analyzed, 
and used for decision-making from the researcher’s point of view. The maps that capture state-of-knowledge can be used to plan 
further research. For practitioners, the generated map points to studies that describe how to use KPI for SECO managing.  

Keywords: Software ecosystem, digital ecosystem, performance indicator, KPI, success factor, systematic mapping.  
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Introduction  
A software ecosystem (SECO) is about actors set interaction functioning as a unit and interacting 

with  a  shared  market  for  software  and  services  together  with  the  relationship  among  them [1].  Here  is  
reviewed any ecosystem that basing on or enabled by software, including pure software, software-
intensive systems, mobile applications, cloud, telecommunications, and digital software ecosystems. The 
inclusion of telecommunications, for example, can only be realized with appropriate ICT infrastructure. 
Companies adopt SECO strategy to enlarge their organizational boundaries, to share their platforms and 
resources with third parties  and to define new business  models  [2,  3].  A SECO is  often supported by a  
technological platform or market that enables the SECO actors in exchanging information, resources, and 
artifacts. Ownership of such a platform gives strategic advantages over the other SECO actors. It allows 
ever-increasing customer demands satisfaction with limited own resources. It also KPIs for Software 
Ecosystems: A Systematic Mapping Study 195 allows improving one’s own knowledge about the 
marketplace that is necessary for innovation, evolution of a product or service offering, and revenue 
opportunities identification [4, 5].  

SECO platform ownership also brings responsibilities which include the definition of SECO 
performance objectives and SECO management to achieve these objectives. It also is expected to be 
healthy [6] and sustainable [7]. It is healthy when it is productive for surrounding actors, robust, and 
niche-creating [8]. It is sustainable when it maintains its structure and functioning in a resilient manner 
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[6]. Health and sustainability are closely linked performance objectives that are often found in complex 
systems [9, 10]. Managing involves definition of how actors, software, and business models play together 
to achieve the SECO objectives in business, technical, and social dimensional perspectives [11, 12]. The 
platform owner uses performance indicators for benchmarking and monitoring the resulting ecosystem 
behavior. Key performance indicators (KPI) are those among many possible indicators that are important, 
easily measurable quantitatively or with a qualitative phenomenon approximation [13]. The KPI serve as 
early warnings about potentially missed SECO objectives [14] and used to detect patterns that are useful 
for predicting health and sustainability [15]. Any deviation from success baselines are recorded and acted 
upon to ensure about main ecosystem’s objectives are met. The presented study gives a literature 
overview of KPI for software ecosystems. A systematic mapping methodology was surveyed to identify 
and classify publications based on the reported research and on KPI use. The used for classifying research 
dimensions  were  the  studied  type  of  ecosystem and  the  result  type  was  delivered  by  the  research.  The  
dimensions used for classifying KPI use were investigated KPI types, the SECO objectives were used 
these KPI for. The knowledge gap for collecting evidences about KPI studies motivated systematically 
evaluate distribution of studies and provide guidance for future improvement. For practitioners, the 
generated map describes how to use KPI in the SECO management. It enables the platform owner in 
indicators understanding that are important to assess given SECO objectives. For researchers, the 
generated map describes research state and helps finding research gaps for definition understanding and 
SECO KPI use.  

Research Methodology  
The goal of this study is to provide research overview performed to investigate the use of KPI for 

managing software ecosystems. The systematic mapping approach [16] allows to map the frequencies of 
publications over categories to see the current state of research. It also exposes patterns or trends of what 
research kind is done or respectively has been ignored so far. The research results mapping in addition to 
the research type reveals researchers’ current understanding of KPI-related practice.  

To  provide  an  overview  on  publications  relevant  to  KPI  use  for  SECO,  two  sets  of  research  
questions are defined in Table 1. With the first set of questions we mapped foci and gaps for SECO KPI 
research. With the second set we mapped the practice state that was reported by the research.  

 Research Questions. 
SECO KPI Research Rationale. RQ1: What kinds of ecosystems were studied? The answer to 

this question shows the SECO KPI research intensity across domains and types of ecosystem application. 
Due to a focus on just a few types of application domains and ecosystems, skewedness indicates gaps 
where  additional  research  is  need.  RQ2:  What  types  of  research  were  performed?  The  answer  to  this  
question shows the maturity of SECO KPI research. The more disproportioned conceptual solutions and 
empirical validation research are, the more there is a need for research to compensate.  

Ecosystem KPI Practice Rationale. RQ3: What objectives were KPI used for? The answer to this 
question shows the SECO KPI purposes. It allows understanding when a SECO is considered to be 
successful and not. The answer to RQ4 correlation allows understanding how the SECO objectives 
satisfaction is measured. RQ4: What ecosystem entities and attributes did the KPI correspond to? The 
answer  to  this  question  gives  a  relevant  KPI  overview  that  are  used  to  assess  SECO  objectives  
achievement. The KPI show how SECO objectives are operationalized and quantified. Skewedness, 
focusing on just one or a few KPI, may indicate the degree of universality that KPI have for SECO 
management.  

Systematic Mapping Approach  
To answer RQ1, RQ3, we followed the systematic mapping guidelines proposed in [16]. We: 

conducted database search with a search string matching to our research scope; performed screening to 
select the relevant papers; built a classification scheme based on keywording the paper titles, abstracts, 
and keywords; and used this classification scheme to map the papers. To answer RQ2, we modified the 
mapping process by using the pre-existing classification schemes already used in [16, 17]. For RQ4, we 
built the classification scheme by extracting keywords from the main body of the papers and aligning the 
emerging scheme with the relevant software industry standard. The research steps are explained below.  

I Database Search. The study defined the following search strategy.  
Search String. To get an unbiased overview of KPI use in SECO, the search string was created with 

keywords that capture population only. The first aspect used to define the population was the ecosystems 
that can be found in a software context: software, digital, mobile, service, cloud, telecommunication and 
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ICT ecosystems. We also included papers that focused on software supply by adding software supply to 
the search string. The second aspect used to define the population was the KPI application or use. It was 
used the term indicators, metrics, measurements, success factors, key characteristics and quality attributes 
as synonyms for KPI. To avoid bias about RQ3, we did neither constrain for what purpose information 
was gathered and used. To build a broad overview of the research area and avoid bias, no keywords were 
defined in relation to intervention (e.g. monitoring), outcomes (e.g. improvements to SECO), or study 
designs (e.g. case studies). The search string was built by concatenating the two population aspects with 
the AND operator. The search string was formulated as follows:  

Software OR (software-intensive) OR digital OR mobile OR service OR cloud OR communic* OR 
telecom* OR ICT PRE/0 (ecosystem* OR "supply network*") AND (measure* OR kpi* OR metric* 
OR analytic* OR indicator* OR "success factor*" OR "quality attribute*" OR "key characteristic*". 

Search Strategy. The papers were identified using the important research databases in software 
engineering and computer science including Scopus, Inspec, and Compendex, which support IEEEXplore 
and ACM Digital  Library as  well.  The search string was applied to title,  author’s  keywords and papers  
abstract. The search did not restrict the publication date.  

Validation. It was validated the identified papers set by checking it against the papers used in the 
SECO literature reviews performed by [2, 5]. Each paper used by these studies that was relevant for our 
study had been found by following the above-outlined database search.  

II Screening of Papers. The inputs for this step were the set of papers identified with step (I). The 
first and second authors screened these papers independently. It was screened these papers to exclude 
studies not related to the KPI use for any ecosystem-related purpose and to ensure broad-enough coverage 
of the population. Next a complete set of inclusion and exclusion criteria is described.  

Inclusion. It was included peer-reviewed journal, conference, or workshop papers that were 
accessible with full text. The included papers describe the use of KPI in an ecosystem context or the 
effects of such KPI on ecosystem properties. Due to the importance of networking infrastructure and 
digital information exchange for a well-functioning software ecosystem there was included 
telecommunication and information technology papers in addition to pure SECO papers.  

Exclusion. There was excluded papers that focused on the KPI use for managing an ecosystem 
member only. For example, papers about the indicators use for managing a single company that 
participates in the ecosystem or a product or company process were excluded because of their too narrow 
focus. It was also excluded papers that focused on other ecosystems rather than a software ecosystem. For 
example, papers focused on biology, environmental, climate, and chemical aspects were excluded. When 
the software ecosystem definition did not fulfill in the papers, they were excluded. As an example, the 
paper that considered Bugzilla and email system as software ecosystems was excluded, since such 
systems do not address the shared market concept of SECO definition. Papers that studying qualitative 
indicators using qualitative approaches such as a structured interview were too excluded. Also, it was 
excluded papers that focused on ecosystem design in place of ecosystem management. For example, 
papers about the design of interoperability protocols, products, services offered to ecosystem were 
excluded. To avoid inclusion of papers that only speculated about KPI use or effects, it was excluded 
papers that did not report any empirically-grounded proof-of-concept.  

III Building the Classification Scheme. To answer  the  research  questions  RQ1,  RQ3 and  RQ4 it  
was applied keywording [16] as a technique to build the classification scheme in a bottom-up manner. 
Extracted Keywords were grouped under higher categories to make categories more informative and to 
reduce number of similar categories. The ecosystem classification scheme was built by extracting the 
types and application domains of the studied ecosystems. It was built the classification scheme for KPI 
practice by extracting KPI assessment objectives, entities and attributes used for measuring KPI. The 
keywords were extracted from the papers’ titles, keywords, and abstracts. When the abstract quality was 
too poor, to identify the keywords was used the paper main body. Similarly, as most of the papers did not 
included sufficient information about entities and attributes measured with KPI inside the abstract, the 
main papers body was used for keyword identification. The keywords obtained from extraction were then 
combined and clustered to build the categories used for mapping the papers. The measurement attributes 
clustering was aligned with the categories described in ISO/IEC FDIS 25010 as far as applicable. To 
answer  RQ2,  it  was  used  a  pre-defined  classification  scheme  [17]  that  was  used  by  earlier  systematic  
mapping studies [16]. It classifies research types into validation research, evaluation research, solution 
proposals, philosophical papers, opinion papers, and experience papers.  
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IV Systematic Mapping of the Papers. When the classification scheme was ready, the selected 
papers were sorted into the classification scheme. Then classifications calculated the frequencies of 
publications for each category. To answer RQ1 and RQ2 was reported the frequencies of the selected 
papers for the categories in the dimensions of ecosystems types and application domains, respectively in 
the dimensions of research type and research contributes type. We used x-y scatterplots with bubbles in 
category intersections to visualize the kinds of studied ecosystems. The size of a bubble is depicted 
proportional to the number of papers that are in the pair of categories corresponding to the bubble 
coordinates. The visualized frequencies make possible to see which categories have been emphasized in 
past research and which of them received little or no attention. To answer RQ3, first was described the 
categories identified when building the classification scheme and how these categories were expressed in 
the selected papers. This description resulted in a dictionary for interpreting the scatterplots used for 
describing how SECO KPI are used for these objectives. Again, x-y scatterplots were used for showing 
the frequency of categories pairs. These pairs allowed to describe the attributes measured for each type of 
ecosystem entity, the measurements used in relation to the SECO objectives, and how KPI are obtained 
for various kinds of entities found in SECO.  

Threats to Validity  
The threats to validity are analyzed for construct taxonomies, reliability, internal and external 

validity. Construct validity reflects whether the papers included in the study reflect the SECO KPI 
phenomenon that was intended to be researched. The search string was constructed in an inclusive 
manner so that it captured the wide variety of software-related ecosystems and the many different names 
given to key performance indicators. The common databases, used for software and management-related 
literature research, were used to find papers. Only after this inclusive process, manual screening was 
performed to exclude papers not related to the research objectives. The list of included papers was then 
validated against two systematic studies on software ecosystem [2, 5] and found that the review covers all 
relevant papers.  

Reliability validity refers  to  the  study  repeatability  for  other  researchers.  The  study  applied  a  
defined search string, used deterministic databases, and followed a step-by-step procedure that can be 
easily replicated. The stated inclusion and exclusion criteria were systematically applied. Reliability of 
the classification was achieved by seeking consensus among multiple researchers.  

Internal validity treats  refers  to  problems in the data  analysis.  These threats  are  small,  since only 
descriptive statistics were used.  

External validity concerns the ability to generalize from this study. Generalization is not an aim of 
a systematic mapping study as only one research state is analyzed and the relevant research body 
completely covered. In particular, the study results about the SECO KPI use reflects the practices studied 
in SECO KPI research and not SECO KPI practice performed in general.  

Ecosystem KPI Research Results 
The database search resulted 262 papers in total, including 46 duplicates. After screening and 

exclusion 34 papers remained and were included in the study. Selected papers were published from 2004 
onwards. It will be given an overview of the research described in the selected papers and app. A lists the 
selected papers.  

Kinds of Ecosystems. To answer RQ1, Figure 1 gives an overview over the ecosystems that our 
study found for KPI research. The number embedded in a bubble indicates how many papers were 
devoted to a given combination of ecosystem type and application domain (multiple classifications 
possible). Empty cells indicate that no corresponding study was found. The number on the category label 
indicates the total number of papers in that category. Most of the papers used the term software ecosystem 
to characterize the studied ecosystems. Special kinds of ecosystems were cloud, service, mobile apps, and 
open source software ecosystems. Less frequent were digital ecosystems with 44% of the papers. They 
refer to the use of IT to enable collaboration and knowledge exchange [16]. The papers addressed a 
variety of application domains. Most common were telecommunications, business management and 
software development. None of the remaining application domains was addressed by more than one or 
two papers. Thus, research is rather scattered, and the specifics of the various application domains 
understood only little.  

Types of Research. To answer RQ2, Fig. 1 presents a map of the research kinds performed on KPI 
in software-related ecosystems. Papers with multiple research types and contributions were classified for 
each research type combination and contribution they presented.  
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Fig. 1. Map of research on SECO KPI and type of contributions 

Experience report papers describe experiences in working with SECO KPI and unsolved problems.  
Opinion papers discuss opinions of the papers’ authors.  
Conceptual proposal papers sketch new conceptual perspectives related to SECO KPI. This category 
renamed philosophical papers category (described in III) to fit the SECO KPI study.  
Solution proposal papers propose new methods or improve existing techniques using a small example or 
a good argumentation.  
Validation papers investigate novel solutions that had not been implemented in practice (e.g. experiment, 
lab working).  
Evaluation papers report on empirical or formal studies performed to implement a solution or evaluate the 
implementation.  
Metric papers describe KPI for SECO.  
Model papers describe relationships between KPI.  
Method papers describe approaches for working with SECO KPI.  
Tool papers describe support for work with SECO KPI.  

Most research were found in the validation and evaluation categories. Research contributed with 
metrics, models, or methods. For example, R17 proposes a model that explains how health can be 
measured with relevant indicators (conceptual proposal, model) and validates that model with a 
questionnaire (validation, model). R14 proposes a method for assessing services based on Service 
indicators Quality (solution, method). R19 evaluates factors that affect successful selling in e-markets 
(metric,  evaluation).  No  paper  was  with  the  experience  report  or  an  opinion  paper  and  no  paper  were  
contributed with any tool.  

Researched KPI Practice Results 
In this study the papers included described use of KPI by a platform owner for achieving objectives 

with the ecosystem that was enabled by the ecosystem platform. It is given an overview of these 
objectives and used KPIs.  

 
Ecosystem Objectives Supported by KPI. KPI were used to enable or achieve a variety of 

objectives. Platform owners aimed, at improving business, interconnectedness between actors and quality 
of ecosystem, product, or services performed within the ecosystem, at ecosystem growing and at enabling 
ecosystem sustainability (answer RQ3):  

Business improvement. Research has been made on how to improve business at the ecosystem 
level. The studied business improvements concerned the perspectives of ecosystem activity and 
commercial success. Ecosystem activity related to the activity level of participating actors, 
encouragement to participate in the ecosystem, and the transaction volume. Commercial success related to 
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sales success, innovativeness and competitiveness of the participating actors, and the network cost that 
enables the ecosystem. The activity and commercial perspectives were mixed in the papers, thus could not 
be separated in the literature analysis.  

Interconnectedness improvement. Research has been performed on how to improve interaction in 
an ecosystem, for example to reduce cost, improve predictability of services that are provided in the 
ecosystem, and manage trust. Interaction improvement has been studied between individual actors and 
between whole networks contained in the ecosystem. The research differed in lifecycle stage terms of an 
interaction and covered supplier availability, discovery, ranking and selection, the resulting connectivity, 
interaction evaluation, and the interaction actors’ impact that participated in it. Interaction improvement 
was considered essential for generating business activity and ecosystem sustainability.  

Growth and stability. Research has been made on how to manage ecosystem growth and stability. 
They were seen as two factors that have to be managed jointly. During growth flexibility and 
controllability has to be maintained. During stability, a continuous co-revolution must take place. Growth 
and stability again are not ends in themselves, but thus contribute to ecosystem sustainability and 
survival.  

Quality improvement. Research has been performed on how to manage quality of ecosystems. In 
particular, performance, usability, security, data reliability, extendibility, transparence, trustworthiness, 
and quality-in-use were investigated here. Quality management was sometimes presented as an ends in 
itself, for example by allowing comparison among multiple ecosystems, enabling diagnosis, improving 
decision-making, and achieving services long-term usage. At the same time, however, quality 
management was considered to be a means to encourage adoption and growth, improve business 
performance, and achieve sustainability.  

Enable sustainability. Research has been made on how to sustain an ecosystem. Two angles were 
taken: self-organization and resource consumption. Self-organization was approached through continuous 
ecosystem rejuvenation. Resource consumption was studied in relation of electrical energy. Throughout 
all papers found in this category, sustainability was considered to be desirable ends for software 
ecosystems.  

KPI Measured Entities. Included papers describe measurements applied to the ecosystem as to the 
parts the ecosystem consists of: actor, artifact, service, relationship, transaction and network.  

Actors were measured and characterized as follows. They were human or artificial. Examples of 
human or legal actors were sellers and developers that provide products to buyers or organizations and 
companies groups. Examples of artificial actors were nodes in a telecommunication network. An actor 
engages in transactions in ecosystem and builds relationships to other actors or artifacts. The transactions 
engages the seller  in  generate  profit  and revenue for  the cost  the seller  is  keen to take.  Effective actors  
have knowledge about other actors or network, good interestingness and reputation for other actors. 
Actors are also considered to be sources and sinks of data and have differing ranges for data transmission. 
Performance of individuals and groups in terms of fulfilled tasks and decisions as well as firms and 
organizations performance in measured terms of profits.  

Artifacts, such as software, codes, plugins, books, music, or data were measured and characterized 
as follows. Artifacts had a location in the ecosystem. They evolve, may have reputation and popularity, 
and exposed their consumers to vulnerability.  

Services were measured and characterized as consuming energy and other resources. Services have 
quality attributes: service quality, security, compliance and reputation. Metadata and service level 
agreements are used to specify the services. The services are not fixed but evolve: services emerge, 
change,  and get  extinct.  A special  service was provided by the platform that  laid the fundament  for  the 
ecosystem. It was characterized in attributes terms like stability, documentation, portability, and 
openness.  

Relationships were measured and characterized as follows. Actors enter relationships with other 
actors, artifacts, or services. A relationship connects two or more such entities. Relationship examples 
were business connections and telecommunication communication links. A relationship may be 
transparent and express a trust value of the connected entities. A relationship is the basis for transactions, 
thus is used for advertising and building alliances. The transaction, however, is constrained by 
relationship cost and quality.  

Transactions were measured and characterized as follows. Examples of transactions are services 
sales to customers, server requests, and code files commits made by developers. They are initiated with an 
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offer that is measured in attributes terms like price and quantity. Transactions also have a price and 
quantity. Other attributes include time to negotiate the transaction, time to complete, energy consumption, 
transmission rate, and buyer satisfaction.  

Networks were considered as sets of entities and relationships that were part of a whole ecosystem. 
Examples were local or application-specific networks. Networks were vulnerable to security threats such 
as data availability, integrity, authentication and authorization. They differed in the node density, 
collaboration degree, provisioning cost, and hit rate for artifacts.  

Ecosystem. Full ecosystems have quality attributes like size, performance, security and energy 
consumption that can also characterize networks contained in an ecosystem. In addition, ecosystems 
exhibited lifelines, diversity, stability, transparency, healthiness and sustainability. This section and next 
one collaboratively provide an answer for RQ4. The map in the left part of Figure 3 shows the entities 
that were studied in relation to the ecosystem objectives. Most research studied the overall ecosystem 
measurement to enable quality or business improvement. For example, R17 describes how performance 
of  the  ecosystem affected  user  satisfaction,  and  R13  shows  how analytics  applied  to  ecosystem can  be  
used to improve business. Considerable research was also devoted to ecosystem interconnectedness 
improving, where products attributes and services played an important role including for platform 
measurements to grow the ecosystem and improve its quality. For example, R6 described how a service 
similarity measurement was used to improve ecosystem connectivity. R2 described how growth, 
diversity, and entropy measurements of a SOA platform were used to increase growth. R4 described how 
communication quality measurements were used to improve the telecommunication ecosystem quality. 
The map also shows areas where no research was published. For example, no one research studied the 
network measurements role for objectives other than sustainability and quality improvement.  

KPI Measurement Attributes  
To make the state and evolution of the ecosystem and its elements visible, a broad variety of 

attributes were measured. The following attributes categories emerged when clustering the attributes 
described in the included papers. Fig. 4 shows how quality attributes classes were merged toward new 
categories. The size category includes attributes to measure size and growth. Diversity includes attributes 
to measure heterogeneity and openness for such heterogeneity. Financial includes attributes to measure 
economic aspects such as investment, cost, and price. Satisfaction includes attributes to measure it and the 
related concepts of suitability, interestingness, learnability, usability, accessibility, acceptability, trust, and 
reputation. Performance includes attributes to measure it, including resource utilization, efficiency, 
accuracy and effectiveness. Freedom from risk includes attributes to measure the ability to avoid or 
mitigate risks and includes the related security concerns, reliability, maturity, availability, and other 
related guarantees. Compatibility includes attributes to measure the degree to which an entity can perform 
well in a given context, interoperate or exchange information with other entities and be ported from one 
context to another. Maintainability includes attributes to measure flexibility, respectively the ability to be 
changed.  The  right  part  of  Fig.  3  gives  an  overview  of  the  attributes  referred  to  KPI.  Most  research  
studied satisfaction measurements typically to improve business or interconnectedness. Such research 
example is R13 that describes the seller reputation use to improve business. To support quality 
improvement all measurement attributes related to quality were included in at least one research paper, 
except for maintainability and size. Similarly, size measurements did not play any role other than for 
growth and stability. The left part of Fig. 5 shows how the ecosystem elements were measured. 
Satisfaction was a common attribute that was measured for any entity except for rules. This shows that a 
same attribute can be measured or analyzed for different ecosystem entities. It is also revealed that similar 
measurement attributes might be collaborating to measure different ecosystem elements. As an example 
correlation, commitment, clarity and importance (CCCI) measurable attributes were used to measure trust 
as well as reliability.  
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Fig. 2. Measurement attributes merging classifications 

 
The overall ecosystem was the most comprehensively measured or analyzed entity with a special 

focus on satisfaction, freedom from risks and performance. Some examples of such satisfaction 
measurements are provided by R13 that measured ecosystem usage and acceptability. The platform tailed 
with the second-largest variety of measurements. R2, for example, measured entropy and diversity to 
characterize platform complexity. Only narrow sets of measurement attributes were applied to the 
business partner, interactions, and business.  

Discussion  
The study provides a KPI relevant papers classification in understanding researches, relationship 

with the practice and research outcomes assessment. This classification contributes to taxonomy, which 
can help for closer examination of the ecosystem or platform owner objectives, making them more 
recognizable in designing KPI. New KPI can be extracted for an ecosystem using this taxonomy and 
existing KPIs can be extended or restructured applying the generic taxonomy structure. The literature map 
indicates that KPI for software-based ecosystems is a thin area with work at all maturity levels. Journal, 
conference and workshop papers exist. However, the number of publications is not sufficient and many 
application domains for ecosystems addressed with just one or two papers. Although KPI formulation 
might be domain dependent and similarity of objectives is not the only factor to select a KPI, however, 
due to insufficient study it is difficult to state whether domain characteristics, for example healthcare 
regulation, affects the ecosystem KPI that targets that domain. The included research on ecosystem KPI 
mostly addresses ecosystem measurements or satisfaction measurements, performance and freedom from 
risks. Measurements other than satisfaction that are applied on elements contained in the ecosystem are 
comparatively little researched. A KPI broader understanding would increase a platform owner’s 
flexibility in measuring, analyzing, and using KPI for decision-support. The understanding of a greater 
KPI variety would also contribute to increased status transparency, evolution, and other ecosystem 
aspects.  
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Conclusion  
Presented study gives literature overview for KPI use with software-based ecosystems. A 

systematic mapping methodology was followed and applied to 34 included studies published from 2004 
onwards. To respond to RQ1 and RQ2, research was broad but thin. Two major kinds of ecosystems were 
researched: software ecosystems and digital ecosystems. Many application domains were addressed, but 
most of them with one or two papers only. The published research was mature with journal, conference, 
and workshop papers that covered metrics, models, and methods. In response to RQ3 and RQ4, KPI 
research was skewed. Most research studied ecosystem KPI for improving the interconnectedness 
between individual actors and subsystems of the ecosystem. Overall, most KPI were about satisfaction, 
performance and freedom from risks measures. The mapping study results indicate that more research is 
needed to better KPI understanding for software-based ecosystems. In particular, a deeper understanding 
of how the application domain affects the ecosystem’s KPI is needed. Also, an important research 
opportunity is the identification, analysis, and evaluation of KPI. Such research could make the work with 
KPI more flexible, because a greater KPI variety would be known and available for the practitioner to 
use.  
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SIGNIFICANCE OF THE SOCKET PROGRAMMING FOR THE LABORATORY WITH 
INTENSIVE DATA COMMUNICATIONS  

Melnyk V.M., Pekh P.A., Melnyk K.V., Zhyharevych O.K. Significance of the socket programming for the 
laboratory with intensive data communications. Many courses based on data communications are connecting with no 
programming content. They are designed for computer science topics and should include programming. A lot of data 
communication courses with a programming component make use of serial ports on PCs while some of them deal with detailed 
network layer projects. UNIX socket programming allows the learners to deal with the same issues and problems, but in a context 
that  is  more to be useful  and interesting.  In addition,  if  classes with sockets are used with C++, only as much detail  of  socket 
operation as desired need be presented. 

Keywords: data communications, socket programming, contention, C++ socket classes, server. 
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Introduction. Data communications is  a  common part  of  most  Multi  Interface Socket  (MIS) and 
Client Socket (CS) programs. As evidenced, the actual implementation of the course varies widely by the 
available text books variety. Many texts, oriented on toward MIS or CS, provide little or absolutely no 
laboratory activity. MIS programs tendency to emphasize on a data communications and networks 
management. Recent news lists postings indicate an emphasis on using data communications and 
investigations of the types and available communication styles. National or international cooperative 
projects are too popular and CS programs may use very technical texts or a broad text, such as used in [1], 
where principles, design approaches and standards are going to be highlighted. Obviously, an engineering 
program would have a much more extensive and detailed course/courses to investigate the physical and 
structural data communication aspects. The course taught by the author requires for all CS majors. 
Students or outside users in the course maybe in any of the specialized tracks (artificial intelligence, 
business information systems, graphics or scientific programming) as well as more generic CS major. 

The possible laboratory experiences types are also wide-ranging. The global cooperation model  
teaches how data communications works by forcing students to use sophisticated communication 
mechanisms and provides a basis for explaining how these systems function. It is possible to consider 
design alternatives, based on the available resources, by allowing learners to explore different physical or 
logical communication types. 

At the other extreme are exercises that emphasize low-level physical understanding of data 
communications almost an engineering approach. A typical example could be the use of serial ports on 
PCs. In addition to writing code with aim to manipulate the physical hardware can be studied many more 
complicated  concepts.  In  material  the  author  has  used  in  the  past  [2],  file  transfer  assignments  using  a  
modified BiSynch protocol and implemented token rings. An alternative low-level approach is modelled 
by the NetCp software [3]. This laboratory tactic involves a large scale project based on the 0SI IS0 data 
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link layer developing. None of these approaches provide practical hands-on hardware experience. In 
addition to the exercises described in this work, the author assigns a project involving installation of 
hardware and software to add a PC to a network. A server can be installed and configured for extra credit. 
Such a project was continued after the socket model was adopted. Users placed in practice or in their first 
job to consider how the data communications course is important and they have typically not believed 
that PC serial port programming is to be so important. 

The approach presented here is designed to provide a broad overview of data communication and 
network issues to students. The goals for the laboratory part of the data communication course also were 
presented later in publications. 

UNIX sockets. Simply  say,  sockets  area  mechanism  by  which  messages  may  be  sent  between  
processes on the same or different machines. If the processes are located on the same machine, the 
sockets may be used as pipes. Internet sockets allow communication between processes running on 
different machines. The system calls are the same as file input/output. A typical attitude to socket 
programming is to create a process that opens a server socket port and listens for another process to 
attempt connection. A client can open a socket with the same port number as the server socket, requesting 
connection to the service. A connection is established when server hears the request from the client. 
Communication can now operate using the read() and write() system calls. 

There are many types of standard protocols. Two of the most common are UDP (user datagram 
protocol) and TCP (transmission control protocol). Both protocols transmit packages of information 
between processes via socket. UDP does not put a guarantee, that data will be received or that a 
transmission of multiple packets will be received in order. TCP is a stream protocol that is reliable and 
sequenced. Practically, input and output to the programmer on a TCP socket appears as a byte stream 
from a terminal or a file. If TCP data cannot be successfully transmitted within a reasonable amount of 
time, then will be indicated an error. There is less overhead involved in UDP, but programming must be 
much more sophisticated if there is important orderly message receipt. 

The socket connection between two processes usually is a connection between host-port pairs 
where  the  port  number  indicates  a  particular  available  service  that  is  made.  Many  of  the  services  
commonly available via TCP sockets are recognizable acronyms: SMTP (Simple Mail Transport 
Protocol), NNTP (Network News Transport Protocol) and FIT (File Transport Protocol). Telnet and rsh 
are also additional socket services. UNIX provides a mechanism whereby the name of an available 
service is translated to a port number. Sockets are also used for the interprocess communication necessary 
in concurrent or parallel processing. Therefore, parallel processing assignments as well as data 
communications projects can be built on the same framework. 

Advantages of sockets. One obvious disadvantage of using socket programming for the data 
communications lab is that they are less direct hardware interaction than with PC serial ports. However, 
most graduates will not be in situations where such detailed knowledge will be important. Even with the 
serial port approach the concepts have remained to some extent abstract to many students. The socket 
based approach has the advantage that the abstract sockets concepts (and practical uses such as mail, 
telnet, etc.) become much more concrete. 

One advantage that PC based labs have had in the past is that they were inexpensive. However, 
there are at least two factors that balance this advantage. One is that UNIX workstations are now 
commonly available. PC labs can be converted to workstations by installing free UNIX versions. Most of 
socket assignments, given in a data communications course, are not compute intensively and do not 
require a graphical interface; workstations have not to be dedicated to the course as it would be true for 
PCs. Another factor is that even though PCs are relatively inexpensive, what happens practically is that 
older, less reliable, machines are assigned to a dedicated project such as a data communications lab. Our 
experience says that the machines we could use were quite unreliable. 

Although the higher level nature of socket programming has been stressed as an advantage. It is 
possible to make assignments so much detailed as desired. Socket programming without any support 
software can require a great deal of low level understanding and manipulation. One simple modification 
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would be to base assignments on UDP packets rather than TCP one. Much additional programming (error 
checking via CRCS, sequence numbers, acknowledgment of receipt, negative acknowledgment for receipt 
of a bad packet) would be also necessary. With either UDP or TCP packets, properly designed 
handshaking mechanisms may be necessary for applications like file transfer. 

With serial port assignments, lecture time was devoted to such low level concepts as control, status 
and data registers, and parallel to serial conversion. With a socket based approach can be discussed 
analogous concepts such as packet headers and network and machine byte order. If looked-for, many of 
the topics appropriate for serial port communication can be required for socket programs and many of the 
same assignments can be given. Even if high level applications are assigned, the learners must still 
understand the differences between streams and buffers. 

Advantages of C++ socket classes. Many references provide details of socket communication 
[4,5,6]. These references provide examples and ideas for assignments. All of the establishing 
communications details, converting the communication into a buffered stream and error checking, can be 
done with UNIX system calls. Much low level understanding may be required to write applications that 
are stable. A well designed set of C++ classes can be constructed which will provide the full power of 
sockets with simple semantics requiring. It is possible to write up clients to established servers, event 
driven servers, polling servers, etc. 

The author [7] provided the students with a set of C++ socket classes written and copyright by G. 
Swaminathan from Electrical Engineering Department. These routines have been written to work with 
GNU libg++ and appear the same as the iostream library. These classes have functioned very well for the 
given assignments. The interface is the same as the iostream library and provides type-safe input and 
output. There are sockstream classes  in  the  UDP and  TCP domains  as  well  as  a  pipestream class. The 
sockbuf classes are derived from the streambuf class of the libg++ iostream library. Thus, learners must 
learn about streams and buffers for non-socket input and output. 

Sockbuf classes include error functions: ready checks, flush operations, and overflow, underflow, 
and timeout functions.  There  can  also  be  set  socket  options,  such  as  message  routing,  reuse  of  local  
address, broadcast etc. Therefore, socket detail may be included as it may be desired. 

In this particular prospectus a side benefit of using these C++ classes is that clients (students) are 
required to use C++ in a junior/senior level course to help them retain skills gained at the 
freshman/sophomore level. 

Assignments. In choosing assignments to give hour course (during a 1,5 year), several goals were 
desired.  It  was  hoped  to  design  a  set  of  assignments  which  would  require  the  student  to  write  a  client  
application, a server application a peer-to-peer application and also provide experience with some 
standard applications such as electronic mail and file transfer. In addition, the assignments should begin 
simply and become more complicated during the semester. They outlined below met these criteria. 

The assignments were very well received by the students. They were perceived to be of practical 
interest and, at the same time, to be fun projects. Some of them, who don’t have a history of applying 
themselves well to project assignments spent much effort on these assignments and produced good 
results. Specifically, we are giving five assignments here: 

Assignment 1  socket  client  to  SMTP server.  Write  a  client  program to connect  with an SMTT 
server on a local or remote machine and send a mail message to a userid. The user need not be on either 
the local or remote machine. For example, the program might be named smtp and have two arguments: 
hostname and userid. A simple command line interface is required but learners were free to develop much 
more elaborate e-mail style interfaces. There must be used commands understood by SMTP. A subset are 
follows: 

HELO 
localname 

Identifies connecting machine  localname is not needed  some servers 
do not need HELO, but include it before do something. 

HELP Sends commands list. 
MAIL FROM 
name May be anything you wish  it is not checked for validity. 
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RCPT TO: name Recipient of mail  need not be local name. 

DATA Allows entry of message  terminate message with  as only character on 
line. 

QUIT Disconnect. 

This assignment, as well as others, teaches students how to do improper activities. The following 
warning was provided to them: «Obviously one could do ill-mannered things with this program. For 
example, it could be sent a bunch of messages from Dafi Duck to some administrator. It would take some 
work, but the sender of these messages could be traced. Please, do not involve in such juvenile behavior». 
Some of them would argue that such assignments are too «dangerous». However, the students are 
learning how to manipulate sockets and could figure out how to send such mail on their own. For this it 
need to be ready to acknowledge the problem and announce a warning. 

Assignment 2  simple network information server. Write a network server program which will 
behave as follows: accept commands from the input socket; interpret the commands and gather the 
information; and send the commands output to the output socket. 

You will no need to write a client program for this assignment as the standard telnet client will 
provide the necessary functions. Telnet allows you to send information over a client to a server process 
and handles the return information printing. A selection of information providing system commands such 
as domain name, who, etc. was chosen. The system functions can be executed from within a C++ 
program. The difficult part is to take the commands output and send the output to the socket connected to 
the client. The output of the commands should be connected directly to the socket. Two approaches are 
suggested: using the pipestream class and using a traditional C fork() to execute the system function 
which is connected by a user-constructed pipe. 

Assignment 3 – peer-to-peer socket communications. Write a “chat” program which will execute as 
two idential programs. It should allow users to type information that will appear as output on the 
connected process. The two processes have to be connected via socket. The program will allow the user to 
connect to a certain process or to listen for another process or trying to connect to it. 

The same program runs on both machines. Topics necessary for this assignment include: timeout 
on listen, creating a child process as done by many server programs, closing sockets and killing child 
processes. A finite-state transition model could be presented to help in this program design. 

Assignment 4  file transfer  client and server. Write a pair or programs to transfer files over a 
TCP/IP network socket  connection.  The first  program should operate  in  much the same way as  an FIT 
server. It should be run in the background and wait for a connection on a specified port. The second 
program will function in much the same way as an FIT client. Therefore, a user interface will be needed. 
Commands will be entered and sent to the server with noted responses and files may be transferred in 
either direction. The client program should accept the following commands with corresponding actions: 

ls list files on server 
put transfer file from client to server 
get transfer file from server to client 
quit disconnect from server 
:<command> execute <command> on client useful for ls on client 

The capabilities (and therefore, protocol) of this client/server pair are much simpler than FIT. SFTP 
(Simple File Transfer Protocol) is closer to what is required. FTP, for example, uses 2 TCP connections: a 
telnet-like connection for control and a second one for data transfer. SFTP uses a single TCP connection 
and supports user access control, directory listing and changing, file renaming and tile erasure. There, 
only directory listing is required here for these commands. FIT also supports lcd, input, messageget, etc. 
A hand-shaking protocol was required for this assignment. 

Assignment 5 – three options were given:  
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Assignment 5A – FIT file transfer using UDP. Implement the file transfer programs of assignment 4 
built on UDP sockets rather than TCP sockets. The programs will need to assemble data packets, provide 
CRC error checking and provide packet sequencing. 

Packets may arrive in different order, duplicated or missing. They may need to be re-requested 
and/or rearranged. Each packet should be acknowledged (positively or negatively). A protocol will need 
to be adopted, which will describe the packet format error messages, acknowledgments, etc. In order to 
test the robustness of the protocol used, allow the user to specify transmissions fractions that will 
(randomly) be done in error. 

Assignment 5B – two channel bidirectional file transfer. Implement of the file transfer programs of 
assignment 4 modified to have two sockets open: one for control information and other for data transfer. 
In addition, it need to allow the two programs to send files back and forth at the same time. A transfer can 
be aborted by using the control channel. It may be helpful to fork multiple processes (a finite state 
machine approach would be a good idea). FTP works in a similar manner. It has two socket connections, 
but does for different reasons since it is a true client-server protocol rather than the peer-to-peer protocol 
implemented here. 

Assignment 5C – multi-user chat program. Assignment 2 involved a peer-to-peer chat program. 
This assignment requires a multiplexing chat server program creation which can handle multiple socket 
connections. There is no need to write a client program because telnet can be used here. 

The server should accept input lines from any connected socket and output them to the rest of the 
connected sockets. When a user connects to the chat server, the server should prompt for a user name. 
This  name  should  be  broadcast  to  the  rest  of  the  users  as  user <name> has just joined the session . 
Similarly, a message should be broadcast when the user leaves the conference. When a user’s message is 
sent to the other connected users, the user name should be included for identification. 

Conclusions. The goals of the laboratory component redesigning of the data communications 
course were to provide assignments that are: more meaningful and practical to the students; more 
enjoyable and, therefore, will be done better; more modern but are still oriented toward understanding, 
what is happening rather than simply using data communications; increasingly complex and build on 
previous assignments; based on more reliable hardware that the discarded PCs used previously. 

Once the socket paradigm was chosen, goals were to create assignments which required students to 
write code that: makes use of C++ classes; provides simple client access to a well-defined server; 
provides simple server functionality; provides peer-to-peer communication; provides multiplexing server 
functionality; functions in a manner similar to a well-known network service; requires students to be 
concerned with unreliable communications; uses some form of fork() and programming for interprocess 
communications. The use of C++ socket classes and the assignments chosen meet all of the above goals if 
the optional forms of assignment 5 are chosen. 
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LINUX-  CLOUD 

Melnyk V., Pekh P., Melnyk M. Linux containers and the future cloud. Linux-based containers are described in this 
article, and briefly, explanations of the underlying c-groups and namespaces kernel features are put in the article. Some Linux-
based container projects are also discussing here, focusing on the promising and popular LXC (LinuX Containers) project. There 
also is a look at the LXC-based Docker engine, which provides an easy and convenient way to create and deploy LXC containers. 
Several hands-on examples showed how simple it is to configure, manage and deploy LXC containers with the userspace LXC 
tools and the Docker tools. 

Due to the advantages of the LXC and the Docker open-source projects, and due to the convenient and simple tools to 
create,  deploy  and  configure  LXC  containers,  as  described  in  this  article,  we  presumably  will  see  more  and  more  cloud  
infrastructures that will integrate LXC containers instead of using virtual machines in the near future. However, as explained in 
this article, solutions like Xen or KVM [1] have several advantages over Linux-based containers and still are in need, so they 
probably will not disappear from the cloud infrastructure in the next few years. 

Keywords: Linux-based container, kernel features, Docker engine, userspace LXC tools, Docker tools, cloud 
infrastructures 
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Plahotnyi  M.  V.,  Nalyvaichuk  M.  V.,   Ivasjuk  V.  M.  Using  the  platform  DeviceHive  Discovery  RPi  in  the  

educational process. This article discusses the use of the platform Stuff DeviceHive Discovery RPi in the learning process. The 
features of the work platform, and formulated the tasks in the study with the layout of peripheral elements. 

Keywords: DeviceHive, bus, processor, memory, relays, LED, ZigBee ... 
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Ryabokon Y.M., Zhyharevych O.K., Sholom P.S. Investigatin of existing components development of interactive 

cross platform applications. In this article, the authors analyzed the results of system design development of interactive 
applications. The market of interactive applications and existing development components were analyzed. It was clarified that the 
more complex the system, the more resources it uses. 

Keywords : web application , database, server, client , Silverlight, ASP.NET 
 

.   
.  

.   
,  

. 
 

. ,  
,  

  .   
. 

 ( . Game engine) — ,  
, ,  

.  
 ( , PS3  

Xbox 360). 
,  

, , , , , , 
, , .  

. 
,  Infocom'  Z-Machine  SCI  Sierra,  

. ,  « »  1990-  
,  ,   3D- ,  .   Doom   

Quake  id Software , ,  
,  

, ,  — « »  «  
».  Quake  

 middleware- . 
, ; 

,  RenderWare  Grand Theft Auto III  Burnout. 
 — ,  

,  
.  Future Game Coders . 



 " : , , " 
, 2015.  20 

 

 
© ., ., . 

84 

,  
.  

,  
.  « » ( . 

; . middleware), , ,  
 

,  ,   —  
. 

,  
, ,  

 ( ).  
,   

 ( ) , , Havok — , 
FMOD  —   SpeedTree  —  .  ,   RenderWare,  

,   
,  

.  
. 

,  
, , -

, , . 
 3D  

, .  
.  

 « », « »  «3D »  
 « ». : 

,  3D  «3D ».  
: RealmForge, Ogre 3D, Power Render, Crystal Space  Genesis3D.  

 —  3D 
,  

. 
 ( . graphics engine;  « »  « ») — 

 ( . middleware), ,  
 ( ) .  

.  
. , ,  

 ( ,  3ds MAX, Maya, Cinema 4D, Zbrush, Blender), 
 « », « »  « ».  

» , , . 
 « »  

, ,  
.  

, ,  1995—1997 ,  
 ( .  GPU),   —  

.  ( . CPU). 
 

. ,  90-95 %  (  
,  « » ).  90-  

 
,  ,  .   

 —  ( ),  
, ,  ( ),  

, . 
, .  

,  



 " : , , " 
, 2015.  20 

 

 
© ., ., . 

85 

.   
.  

.  
,  

. 
 2009  ,  ,   

,  
,  GPU . ,  

,  
,  .  ,   

, ,  1600*1200 
, OpenGL- , 16-  (FSAA), 32- .  

 23653 . 
 1  « » — ,  

 Blender. 

 
.1.  

 
OptiX — ,  nVidia,  CUDA,  

 nVidia  
, . «OptiX»  —  

, . 
Octane Render — ,  Refractive 

Software LTD,  CUDA  nVidia,  
 8 00. . 

id Tech 6 — ,  id Tech 6,  
. 

 ( . physics engine) — ,  
.  

,  
 ( ) . :  

. .  
,  

,  .  ,   
.  —  

,  —  .   
,  « ». 

,  
. . 



 " : , , " 
, 2015.  20 

 

 
© ., ., . 

86 

,  ,  
 

» .  2010  
: 

• ; 
• ; 
• ; 
• ; 
• ; 
•  ( , ). 

 2009  Game Developer ( .),   
, .  

,  nVidia PhysX,  26,8% 
.   Havok,   22,7% .   

Bullet Physics Library (10,3%),  — Open Dynamics Engine (4,1%). 
,  

 ( ),  
, , ,  

 ( , ).  
.  ,   
,  

,   ( )  .   
, , 

 ( ). 
 .  Game artificial intelligence) — , 

, 
. , ,  

, , . 

. 2.  

, ,  
,  

.  
— , . : , 

, ,  



 " : , , " 
, 2015.  20 

 

 
© ., ., . 

87 

, .  —  
, .,  « »  

, . 
,  

, . ,  
, . , 

,  
, ,  

.  
.  

, ;  
.  

, ,  
. 

,  « »  « »  
,  

 « ». ,  « »  
, , ,  

,   « »  ,  ,   
, ,  

, . 
 

,  
. ,  

,  
.  ,   « »   

. ,  
, , 

. 
.  

,  :   
. 

 
.   

,  
. , —  

. , 
:  

, , , « ».  
. 

 ( . emergent)  
Creatures,  Black  &  White   Nintendogs  ,  .  « »   

 « » , ,  
. , ,  

. 
.  

 3D  -  ,   
.  

.  ,   
 3D- , . 

, :  
, .  40  
 - . 



 " : , , " 
, 2015.  20 

 

 
© ., ., . 

88 

 3D -  , 
,  3D -  

. 
, : 4 - 

, 5.1 - ,  7.1. 
 « » ,  

.  
, . 

 (Sound  Sources).  ,   -  ,   
 (   main  ambient:   « »  ),  8  

 - , 1  
 - ,  3  -  (ambient 

sounds) -  « »: , . 
3D  -  ,   

.  
, . , 

,  ,   ( ,  ),   (  
),  (  

) . 
,  (  

, ). ,  
 

 3D- . ,  
. 

 
.3.  

,  3D - .  3  
.  2D - .  

 DOOM  id Software - :  
, .  

, , , 
,   ( )  ,   
,  ,   
. 



 " : , , " 
, 2015.  20 

 

 
© ., ., . 

89 

.  
 HRTF (Head Related Transfer Function). 

. 
 3  HRTF (  135  36 ) 

.  
.  ?  

,  
 (KEMAR).  Sensaura, ,  HRTF, 

, . ,  
 2500  5000 .  

 HRTF . 
,   -   FIR  -   (Finite  Impulse  Response),   

 HRTF.   HRTF  ,   HRTF   
 -  HRTF. 

OGRE ( . Object-Oriented Graphics Rendering Engine,  
) — ,  (  

) ++ ,  
, .  MIT 

.  ,   
OpenGL  Direct3D . 

,  OGRE : Ankh, Torchlight  
Garshasp. 

OGRE . OGRE ,  
.  

,  « »  
 — ODE, Newton, PhysX, Bullet; , ,  ).  2.7 

 OGRE. 
 ( . GUI — Graphic User Interface) 

 ( , , ,  
, , )  OGRE,  

 (OpenGUI, MyGUI (  
 OGRE), CEGUI). 

OGRE ,  LGPL/MIT  
. 

: 
•  Windows, Linux  Mac OS X; 
•  ( ,  

); 
•  PNG, JPEG, TGA, BMP  DDS,  

 (DXT/S3TC); 
•  3D ; 
• ; 
•  DirectX, OpenGL; 
• , : Cg, DirectX HLSL 

 GLSL; 
•  ( ), ,  (  
),  ( , ). 

Irrlicht ( Irrlicht Engine ) - ,  
 zlib. 

Irrlicht  OpenGL, DirectX . 
 

 (3D)  ( , ),  
.  

 ( Irrlicht  ,  
 quake  2,  quake  3,   ).   
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 ( , GUI ( ) 
.  .).   Irrlicht:  IrrKlang  ( ),  IrrXML  

 XML - ), IrrEdit ( ).  
 ChronoEngine ( ,  Irrlicht  

). 
 Irrlicht  -  

.  -  
, ,  android, 

iPhone . 
Marmalade  SDK  -   SDK   Ideaworks3D  Limited.   

, ,  ,  
.  Marmalade SDK  

,  
 API  

. 
 Marmalade SDK .  

, ,  
.  Marmalade SDK. 

 Marmalade SDK .  API  
Marmalade System ,  

, , , ,  
 (  , , , ), . 

Marmalade  Studio  C  ++  API  ,  ,   
 2D ( , )  3D- 

. 
Nebula Device -  ,   Radon Labs  

 2002 Project Nomads. Nebula Device  
 MIT.  Nebula Device  

,  
.  Nebula Device  

 Radon Labs, .  
 C++ ,  

 Tcl,  Lua,  Python,  Ruby,  Java   .  NET  Framework.   
, .  

(DirectX  OpenGL),  . 
 Linux,  Mac  OSX,  IRIX   Microsoft  Windows   

 Xbox.  DDS, BMP, JPEG, GIF, TIFF, 
PNG  .   ,   

 Nebula Device. 
 -  NVX,  N3D   OBJ.  Nebula  Device   

, , ,  
-  .   SDK  ,   

 «Light Control Tool»;  
. . 

 
.  

, .  
, , , .  

,  
. ,  

,  
.  
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2. . ,  Microsoft ASP.NET 3.5  C# 2008  Silverlight 2  
 = Pro ASP.NET 3.5 in C# 2008: Includes Silverlight 2. — 3- . — .: « », 2009. — 

. 1408.  
3. . Silverlight 3  C#  = Pro Silverlight 3 in C#. — 3- . 

— .: , 2010. — 656 .  
4.  Microsoft ASP.NET  2.0 # 2005 .: . . – 

.:  « . », 2006. –1408 . 
5. ,  ASP.NET 3.5,  AJAX  

 = Pro ASP.NET 3.5 Server Controls with AJAX Components. — .: « », 2009. — . 608.  
6. . . . — 8- . — .: , 2006. — 1328 . 
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Semenyuk V.Y., Sholom P.S., shevskij .V. Daily plan Optimization of the production by the branch and 

bound method. Using the method of branches and bounds a system of finding the optimal plan of the production, that minimized 
the time for the starting-adjusting works, is designed. 10 types of products is considered and the time to reconfigure the machine 
to each of them is defined. The algorithm and the computational procedure for finding the optimal production plan is designed. 
The estimation of the use of time to replace equipment for the production of the other goods is done. 

Keywords: method of branches, optimization of the production system, the minimum and maximum time estimates 
finding algorithm. 
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. , 
.  
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. 
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. 2.  
,  

 200 .  
. 

 
for (i=1, N, ++) { 
    for (j=1, N, ++){ 
      PK[i,j]=-1;}} 
  for (i=1, N, ++) { 
    for (j=1, N, ++){ 
      if GIJ[i,j]==0 { 
        xmin=9999; ymin=9999; 
        for (i=1, N, ++) { 
          if (GIJ[i,l]<=xmin) and (GIJ[i,l]<>-1) and (l<>j) { 
            xmin=GIJ[i,l];} 
          if (GIJ[l,j]<=ymin) and (GIJ[l,j]<>-1) and (l<>i) { 
            ymin=GIJ[l,j];} 
                if xmin==9999 { xmin:=0;} 
        if ymin==9999 { ymin:=0;} 
        PK [i,j] =xmin+ymin;} 
      max:=-1; 
for (i=1, N, ++) { 
    for (j=1, N, ++){ 
      if PK [i,j]>max { 
        max:=PK [i,j]; 
        r:=i; m:=j; 
      }} 
  

 ( . 3). 
 

 
. 3.  

 
.  

 2 . . 
, , 

 480 . . 
 
form3.StringGrid2.Cells[j,0]:= floattostr(s); 
     s:=s+ strtoint(form3.StringGrid1.Cells[1,NewPut[i]])+ 
     strtoint (ObjEdit(‘Edit’,NewPut[i],NewPut[i+1]).Text) ; 
     if s<max then    begin 
form3.StringGrid2.Cells[j,NewPut[i]]:=form3.StringGrid1.Cells[1,NewPut[i]]+’(‘+ inttostr(i)+’)’; 
      i:=i+1;  end 
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     else begin j:=j+1; form3.StringGrid2.ColCount:=form3.StringGrid2.ColCount+1; 
     s:=strtoint(form3.StringGrid1.Cells[1,NewPut[i]])+ 
     strtoint (ObjEdit(‘Edit’,NewPut[i],NewPut[i+1]).Text) ; 
form3.StringGrid2.Cells[j,NewPut[i]]:=form3.StringGrid1.Cells[1,NewPut[i]]+’(‘+ inttostr(i)+’)’; 
      i:=i+1;end; 
  end; 
 

,  – ,  
. ,  

. 
.  

 
.  

, ,  
. 

 
. 

 
: 

– ;  
– ; 
– . 

,  
,  

.  
.  

,  
. 

,  
. 

,  
.  

. 
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 HYPER-V 
 

.   Hyper-V.  
 Hyper-V. . 

 *.ps1  *.bat . . 
: Hyper-V, PowerShell, , , VHD. 

 
 Shytyi D.V. The way of backup guest operating systems in Hyper-V. The article presents the composition of virtual 

machines in Hyper-V. The method of guest operating systems backup proposed. The article includes the information about the content 
of * .ps1 and * .bat scripts. Possible options to enhance the functions of the script proposed.  

Keywords: Hyper-V, PowerShell, Backup, batch file, VHD. 
 

.  Hyper-V.  
 Hyper-V.  

.  * .ps1  * .bat .  
. 

: Hyper-V, PowerShell, , , VHD. 
 

 
. 

.   
: 

 ,  
 

;  
 ; 
  

;  
 .  

 Hyper-
V.  Hyper-v , .  

 
Hyper-V,  Windows Server 2008. 

 
 Hyper-V,  

.  
 ( )  Windows Server 

2008  Hyper-V. 
 

: , ,  
,  *.BIN, *.VSV. 

 – , . 
 –   *.EXP   

. 
 –   *.VHD,   

 [5]. 
 –  *.AVHD.  

.  [5]. 
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 *.BIN, *.VSV – ,  
. ,  

 *.BIN,  *.VSV,   « ».   
. 

, Hyper-V  (Snaphots).  
 

. .  
,  Veeam [7], , ,  

 Veeam,  
.  

 
 ( ),  

:  
1)  « »; 
2) ; 
3)  « »; 
4) ; 
5) . 

 2  “  « »”  
 « », , 

.  
. 

 « » 
 «Stop-VM 'Ubuntu Training Server' –Force»  

 Hyper-V Manager.  «  
»  «Stop-VM 'Ubuntu Training Server' –Save –Force».  «–Force»  

,  Hyper-V , , . 
  

 «Copy-Item -R -Path 'D:\Virtual Machines\Ubuntu Training Server\' -Destination 
E:\VMs_Backup_by_Shitiy\$newfoldername»  

. 
 « » 

 «Start-VM 'Ubuntu Training Server'»  
 

 
 

. 1.  
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,  

.  
 Backup.ps1 :  

$CurrentDate = Get-Date 
gci E:\VMs_Backup_by_Shitiy | sort LastWriteTime | select -last 1 |  
ForEach {$Date = $_.LastWriteTime} 
 if ($Date.Day -lt 10) {$oday = "0" + $Date.Day} 
 else {$oday = $Date.Day} 
 if ($Date.Month -lt 10) {$omonth = "0" + $Date.Month} 
 else {$omonth = $Date.Month} 
 if  ($CurrentDate.Day -lt 10) {$nday = "0" + $CurrentDate.Day} 
 else {$nday = $CurrentDate.Day } 
 if  ($CurrentDate.Month -lt 10) {$nmonth = "0" + $CurrentDate.Month} 
 else {$nmonth = $CurrentDate.Month} 
$nfoldername = [string]$oday +"."+ [string]$omonth +"."+ [string]$Date.Year + " - " + [string]$nday +"."+ 
[string]$nmonth +"."+ [string]$CurrentDate.Year 
New-Item E:\VMs_Backup_by_Shitiy -Name $nfoldername -Type Directory  

   
.  

 
 *.ps1 (Powershell)  

 *.bat (CMD),  *.bat ,  
 Windows Server 2008r2. 

 
 

. 2.  Backup  
 PowerShell  Hyper-v.  *.bat  

 Hyper-V.  Hyper-V  
 [1].  *.ps1  PowerShell. 

 *.bat : 

 
 

. 3.  *.bat 
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,  

:  
.  

 PowerShell. .  
. 

 Hyper-V,  
.  

. ,  
 « » . 
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 ARDUINO-LITE-KIT 
 

., ., .  ARDUINO-
LITE-KIT.  ARDUINO-LITE-
KIT. ,  

. 
: , Arduino Uno R3,   ARDUINO-LITE-KIT 

 
., ., .  ARDUINO-LITE-

KIT.  ARDUINO-
LITE-KIT.  

, . 
: , Arduino Uno R3,  ARDUINO-LITE-KIT 

 
Sholom P.S., Semenyuk V.Y., Beliakov O.V. Software for the development board ARDUINO-LITE-KIT. Demo 

software for hardware-software complex ARDUINO-LITE-KIT is developed. This kit can be used in the educational process for 
learning to work with both software and hardware.  

Keywords: software, Arduino Uno R3, training set ARDUINO-LITE-KIT 
 

.  
,  

.  /  
, .  

, , .  
 

 [1].  
 Arduino. 

. . 
[2],  .,  .  [3],  .  [4],   [5].   [5]  

 Arduino / Freduino;  
,  Arduino,  

;  
Arduino: , , ,  /  

;  80 : 
, , ,  

, .  [1]  
 Arduino. 

  
 ( )  ARDUINO-LITE-KIT. 

. Arduino , 
 /  

Processing / Wiring. Arduino  
,  ,   

: Adobe Flash, Processing, Max / MSP, Pure Data, SuperCollider).  
) ,  

. 
 Arduino  Atmel AVR,  

.  
 +5  +3,3 .  16  8  

.  (bootloader),  
. 

 RS-232 ( ), 
.  
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USB,  USB-to-Serial FTDI FT232R.  
Arduino Uno  Atmega8  SMD- .  

,  
,  

. ,  Arduino Mini  Boarduino,  
 USB-to-Serial . 

 Arduino  I/O  
. ,  Decimila  14 , 6  

,  6 .  
.  ,   

 «shields»,  Arduino . 
 ARDUINO-LITE-KIT   

 Arduino UNO R3. ,  
, .  

 Infrared Receiver IC 38 KHz (VS-1838)  
 IR Infrared Remote Control Kit 2 (SE-020401).  

. 
 ARDUINO-LITE-KIT ( . 1)  Arduino UNO R3  

.  
 

, .  
USB .  

 ARDUINO-LITE-KIT 
, .  

ARDUINO-UNO  R3. 
 

 1.  Arduino Uno R3 
: ATmega328 

: 5V 
: ) 7-12V 
: ) 6-20V 
 / : 14 (6 ) 

: 6 
 / : 40  

 3,3V Pin: 50  
32  (ATmega328), : 0.5  

SRAM 2  (ATmega328) 
EEPROM 1  (ATmega328) 

 16  
 

: 
1.  Arduino Uno R3. 
2. USB- . 
3. LED  1  (2 .). 
4. LED  4 . 
5. 8 8 . 
6.  74HC595N ( ). 
7. . 
8.  LM35. 
9.  (3 .). 
10. . 
11.  (2 .). 
12. . 
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13.  (20 .). 
13.  ( , ,  5 .). 
14.  MB-102. 
15.  (4 .). 
16.  ( ). 
17. . 
18.  40 . 
19.  6  ( )  ARDUINO. 
2 0. . 
21.  RGB . 
 

 
. 1.  ARDUINO-LITE-KIT 

 
: 

 Arduino Uno R3, USB- , ,  
. 2) 

 
. 2.  

 
 VS1838B  Arduino Uno  3. 

 +5  +3,3 ,  
.  
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. 3.  VS1838B 

 
Freeduino / Arduino .  

C / C++ . ,  Arduino 
,  Arduino.  (  
)   C  /  C  ++   AVR-GCC.  ,  

,  AVR  C / C++.  
, ,  

, . 
 – 

 HIGH ( )  LOW ( ).  HIGH 
 5 . ,  3 , 

 HIGH.  1.  
LOW  0 . ,  2  

,  LOW.  0. 
.  

 pinMode (). ,  
, , ,  

. , ,  
. ,  

.  
40   ( )  .   

,  ( , ). ,  
,  ,   « »  (  
),  +5  

. 
Freeduino ,  

 Freeduino  /  Arduino  ,   
.  USB COM- .  

 0  1,  
 / . 

, . 
 Servo.  Arduino-  

.  
 0  180 .  

.  Servo  12-  
 Arduino  48-  Arduino Mega. ,  Mega, 

 9   10   
.  Mega  12 
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.  Mega  12  23 
 11  12 . 

: attach(), write(), writeMicroseconds(), read(), attached(), detach(). 
 3- :  ,   

.  
+ 5V  Arduino.  « »  GND  Arduino.  

 Arduino.  
, .  

 (  + 5V Arduino).  
. ,  

. 
 EERPOM.  ATmega ,  

 Arduino  
 / . Arduino-  EERPOM 

.   
 EERPOM-   ( , 1024  ATMega328, 512  

ATmega168  ATmega8  4  (4096 )  ATmega1280  ATmega2560). 
: read(), write(). 

 SPI.  SPI  Arduino ,  
 SPI- . Arduino . 

 (SPI) –  
,  

.  SPI  
. ,  

.  
) : Master In Slave Out (MISO), Master Out Slave In (MOSI), Serial Clock (SCK), 

Slave Select pin.  LOW,  
,  HIGH, . 

 SPI :  ,  
, .  

 SPI ,  
.  

: begin(), end(), setBitOrder(), setClockDivider(), setDataMode(), transfer(). 
 Stepper.  

. 
: 

1. .  
 IRremote.  

. 
2.  « ».  

 IR Infrared Remote Control Kit 2 (SE-020401)  
,  COM-  

. 
.  

 ARDUINO-LITE-KIT.  
, . 

 
1.  « » [ ]. : 

http://konkurs.ciur.ru/ / 
2. . . .:  « -XXI», 2007. 

 360 . 
3. . 10  AVR- .  2. .: « », 

2009.  320 . 
4. . .  Arduino. .: , 2014.  400 . 
5. .  Arduino/Freeduino. .: , 

2012.  256 . 
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 514.18 
., . 

.  
) 

 
 NURBS –  

 
., .   NURBS- .  
, ,  NURBS- . 

: NURBS- , , . 
 

., .,  NURBS - .  
, , 

 NURBS- . 
: NURBS- , , . 

 
Badaev Y.,   Gannoshina I. Modeling NURBS- curves based on the principle of duality. The paper proposes a new 

design method of the curve which is the envelope of the family of straight segments defined on the basis of NURBS technology. 
Keywords: NURBS-curves, the envelope, the curvature. 
 

. ,  
, ,  

. 
,  

. 
 

. 
,  

, . , ,  
,  

. 
.  [1-7]   

,  
.  

,  
 NURBS- ,  

. 
.  [1],    

    
 0ax bx c       (1) 

,  a,b,c.  
 NURBS –  [2]: 

 
 
 

1

1

, ( )

, ( )

n
i i ii

n
i ii

N m t w a
a a t

N m t w
,     (2) 

 
 

 1

1

, ( )
,

, ( )

n
i i ii

n
i ii

N m t wb
b b t

N m t w
     (3) 
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 , ( )
, ( )

i i i

i i

N m t w c
c c t

N m t w
     (4)  

 n – , ,iN m B m  .. 
 (3), (4)  (1).   

 
 ,a t x b t y c t      (5) 

 
,  t –   . 

,  ,   
 NURBS – .  

[3]: 
 a t x b t y c t 0,

' t x b ' t y c' t 0.

f
df a
dt

     (6) 

 

  .    

. : 
 ( )' ( )

'( ) .
* ' ( )

'

b tc t c t
b tx

b t
a a t

b t

    (7) 

 

 ,   ( )
'( )

a t
a t

   . 
: 

 ( )
'( ) .

* '( )
'

a tc t c
a ty

a t
b b t

a t

    (8) 

 
 (7)  (8) .  

,    T  (x,y)  
 (1).  

.  
,  ,   

, : , , 
. 

  
  2-  3- .  

 [3]: 
 
 

2 3
0 0 1(1 ) 2 1r r t r t t rt      (9) 
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 [3]: 
 

3 2 2 3
0 1 2 13(1 ) 3 (1 ) 3 (1 )r r t r t t r t t r t   (10) 

 (9), (10). 
: 

 2- : 
 

2
0 1 0 1 1 22( ) ( 2 )r r r r t r r r t     (11) 

 
 3- : 

 
2 3

0 1 0 1 0 3 0 13( ) (6 ) ( 3 3 )r r r r t r r r r r t    (12) 
 

   (11) : 
 

,
1 02( )r r r      (13) 

 
   (12) : 

, 2
1 0 1 0 3 0 2 13( ) 2(6 ) 3( 3 3 )r r r r r t r r r r t    (14) 

 
 2-  3-  

: 
,

,

1 1,

bc c
bx

bc a
b

 , 
,

,

,
,

ac c
ay

ab b
a

 ,     (15) 

     : 
 2-   : 

 
2

0 1 0 0 1 22 ( 2 )a a a a t a a a t  
,

1 02( )a a a  
2

0 1 0 0 1 22( ) ( 2 )b b b b t b b b t  
,

1 0 )2(b b b  
2

0 1 0 0 1 22( ) ( 2 )c c c c t c c c t  
,

1 02( ).c c c  
 

 3- : 
 

2 3
0 1 0 1 0 3 0 2 1a a 3(a a )t (6a a )t (a a 3a 3a )t  

, 2
1 0 1 0 3 0 2 1a 3(a a )t 2(6a a )t 3(a a 3a 3a )t  

2 3
0 1 0 1 0 3 2 1b b 3(b b )t (6b b )t (b 3b 3b )t   

, 2
1 0 1 0 3 2 1b 3(b b ) 2(6b b )t 3(b 3b 3b )t   

2 3
0 1 0 1 0 3 0 2 1c c 3(c c )t (6c c )t (c c 3c 3c )t   

, 2
1 0 1 0 3 2 1c 3(c c )t 2(6c c )t 3(c 3 3 .c c )t   

 
 

, . 1  2.  
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. 1.  2-  
 

 
 

. 2.  3-  
 

. , ,  
,  NURBS- . 

 
.  

 
1. . “ ” – .:  “ ” 1971-576c. 
2. . . “ . ”:  
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Holovin M., Golovina N.  
Eastern European National University of LesyaUkrainka, Lutsk,Ukraine 
 

PROCESS OF PROGRAMMING STUDYING PROCESS IN THE CONTEXT OF LIMITED 
ATTENTION FIELD 

 
Holovin M., Golovina N. Process of programming studying process in the context of limited attention field. The 

processes of programming studying in the context of peculiarities of thinking were researched. These peculiarities are 
conditioned by the limitation of the attention field, and structure of studying material. Attention field and consciousness are 
connected by the short – term memory. Three component memory model and conception about evaluation of memory field size, 
through the magic number of Miller were used for explanation of studying processes. The explanation of three component 
memory model through peculiarities of brain structure is presented. .  In particular cyclical stimulation of 
limbic system was regarded as an embodiment of short - term memory. The localization of long-term memory traces and their 
hierarchical organization are also researched. This approach gave the possibility to connect in one model peculiarities of brain 
functioning, consciousness phenomenon, conceptions of education and emotional sphere of student.  Original part of the research 
is related to graphical formalization of cognitive hierarchical scheme of long – term memory. Evolution of formation of this 
scheme is regarded in the article through the prism of educational strategies from general to concrete and from concrete to 
general. 

Keywords: methodology of informatics studying, Miller magic number, attention, three component memory model, 
short-term memory, long-term memory, knowledge structure , studying of practical programming.  
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Problem formulation 
Attention field of a human has a limited amount of conceptual units, which he can simultaneously 

manipulate. This limitation puts a mark on the whole process of his thinking. Studying, as a basic part of 
intellectual activity process also has a specificity, which is connected with a limited field of attention. 
Let’s examine the peculiarities of scientific activities in the context of these limitations.  

The problem of developing new teaching methods and improving old is that pedagogy 
and  teaching  methods,  as  a  science,  don’t  study  the  human’s  brain  and  the  mechanisms  of  
cognitive processes. There is a problem of presenting the mechanism of attention switching, that 
interacts in the educational process with knowledge structure. Also, it’s interesting to pay 
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attention to the structure of knowledge in the process of its formation. These mechanisms, 
presented in the generalized form, can give the basis for the improvement of methods of 
traditional and automatised learning. Cognitive psychology formed conceptual vision of 
cognitive processes, that can be succesfully used in various developments in pedagogy and 
methodology of education.  

 
Analysis of last researches and publications 

In the famous work of Miller (1956) “Magic number seven,  plus or minus two” was shown that the 
amount of notions, which person can manipulate in the field of attention is 7±2 [1]. Process of 
remembering is conceptually well described by the three-component memory model [2]. In the cognitive 
psychology it’s assumed that educational actions gradually form the reflection of educational object – its 
cognitive scheme, in the long - term declarative memory. This scheme is perceived only in parts. It’s 
formed in the process of repeated multiple times attention switch. Each cognitive structure is a 
modification of the previous one [3, 4]. The cognitive structures evolutionize in the process of their 
differentiation [5], and as a result they are often forming hierarchicl structures.  

The construction of teaching methods, which are based on mechanisms of cognitive psychology is 
actual, but unresolved problem. Cognitive psychology does not give direct recommendations 
concerning the learning process. There is a necessity to adopt the doctrines of psychology to the teaching 
methods. Programming is an especially convenient area of research in the context of the studying process. 
Here, the study material is strictly formalized, interconnected and structured. The structure of the material 
has the refined hierarchical type. The dynamics of the educational process can be represented as detailed 
of known information. 

The  aim  of  this  work is to examine education through the prism of three-component learning 
memory model. On this basis the following binding must be realized: the functioning of the brain, the 
phenomenon of consciousness and fields of attention, learning concepts, knowledge structure, emotional 
sphere of the student. The objective of this work is also to formalize mental representations of the person, 
in the process of programming, in the form of graphic charts and analysis of the evolution of the 
formation of these cognitive circuits. 

The main research 
Three component memory model includes sensory, short-term and long term memory (Fig.1.).  

Short-term memory in this model is associated with the field of memory. Reasoning of studying processes 
is made, based on this model. 

 
 

Process of remembering of information (studying) in the 3 component memory model is made in 
the following way.  Information from the external environment gets firstly to the specific modal sensory 
registers of iconic (vision) and echoic memory (hearing), where it is stored for nearly a second in the form 
of physical stimulation trace. We will ignore the perception through the sensors like touch, smell and taste 
in the context of informatics. After going through sensory memory information is transferred to short-
term storage place, with transcoding into verbally-acoustic form.  If the information is not transcoded, 
because the person doesn’t have relevant template for its classification and comparison with relevant 
words, than in several seconds the information is lost. For example student does not see in the text the 
program cycle, because he doesn’t know how relevant operator looks like, and how the operator is 
structurally designed: does not know where starts and finishes its operation, doesn’t imagine structural 
block-diagram of its functioning. 

Remembering in the long-term memory on Fig 1. is represented by an arrow, which links short-
term and long-term memory. Portion of new information easily goes through short-term memory and is 

Fig.1 Three-component memory model 



   " : , , " 
, 2015.  20 

 

 
© ., . 

126 

accumulated in the long term memory, if this portion of information fits into short-term memory and 
complements the structure of knowledge, which was created at the moment of recognition. For example 
the algorithm “sorting by searching for maximum” is easily understood, if before algorithm “searching for 
maximum” was assimilated. If conformity between new portion and already existing structure of 
knowledge is not reached, then new information can temporary stay in the short-term memory, by using 
verbal loop – cyclic spellings of the words (notions). Than the search of conformity  between information 
in short-term and long term memory is made. If the conformity is reached than the portion of information 
is included into long-term memory. 

In the short-term memory the attention and consciousness are incarnated. The material, which 
person recognizes, during the period of studying is always limited by the field of studies.  Probably 
because of this in the language there are words of different stage of generalization  and the possibility of 
scaling  of notions in the process of studying abstract-logical intellectual actions. In this way the words 
“search for maximum” unfold during its program realization as a program fragment, that includes cycle, 
branching and checking of condition and two conferments. Even bigger block is associated with the word 
“sorting”, because the first algorithm is a part of second. 

Long-term memory accumulates information for an uncertain tim. Every portion of new material, 
that comes to long-term memory is transformed depending on the existing knowledge.  Some part of 
information can quite precisely be saved during dozens of years, for example definitions, theorems, 
poems, etc. Part of information, which is used rarely “dissapeares” (goes to the subconsciousness). Long-
term memory of a student is usually partly structured  (organized) in some knowledge, and part of it 
represents fragments, which are different and not connected to each other. Those fragments can be 
accessible, but they are not making the whole picture. The process of studying is a process if 
differentiation of existing knowledge [5]. 

Problem definition 
The narrowness of attention field puts a trace on the order of all studying processes. Development 

of programming techniques is straightly connected with specificity of abstract-logical thinking. 
Programming technologists empirically found method of downward step by step specification and module 
programming [6, 7] in which in refined shape the abstract-logical thinking is reflected and programming 
intellectual actions in the context of limited field of attention  are optimized. 

Three component memory model allows: to understand some important mechanisms for 
methodology of teaching, and basing on it to monitor field of attention  and to support the process of 
solving of algorithmic tasks in context of the nearest perspective: one inductive  step (generalizing) and 
one deductive step (specification).  In the case of inductive action this activity should finish by editing of 
current program fragment and its checking. The amount of conceptual units, which students manipulate, 
doesn’t have to overstate magic Miller number - 7. Complex of conceptual units should make logically 
finished construction. 

In the context of studying practical programming the moment of excretion and recognition in the 
program body of program fragment, in which some logically finished amount of words is excreted and 
compared with single conceptual unit, which generalizes the activity of program fragment, that is 
considered.  

In the context of studying programming the most actual are hierarchies and sequences. Sequences 
are reflected in the following: the program is a text, written sequentially  from left to right and from top to 
bottom. From the other side this text has a logical connections, which are recognized as hierarchical 
construction. The process of practical-studying programming illustrates well the forming of hierarchical 
and sequential structure. It’s understandable that all hierarchical construction of program (in all details), 
that is formed in declarative long-term memory and cannot be perceived at once: during the one session 
of memory concentration. Studying programs from 10 to more operators are meant. During several 
sessions of memory concentration , which are connected with each other it is possible to cover study 
program of several dozens of operators. The amount of professional programs is much bigger and can be 
comprehended only by transferring attention many times. 

The original approach to understanding of programming learning 
For example, on Fig. 2 very simple study program on Pascal language is shown. The program 

includes 16 operators in which sorting of letters in the line is made. Every operator is responsible for 
separate  standard action in the program. Operators in the program are connected between each other  by 
hierarchical superstructure, which is situated in the big triangle, which is marked by dotted line.  



   " : , , " 
, 2015.  20 

 

 
© ., . 

127 

The circles, connected to each other mark conceptual constructions. In the toned triangles are 
shown the logically completed constructions, each of which can be covered during the one session of 
concentration of the field of attention. These triangles are named the constructs. It is seen that the creation 
of this program needs the solution of many intermediary tasks: the search of bigger between 2(if), 
exchange of indicators between two elements of the line (ob), single search of the maximum in the line 
(mx), sorting in the line (sr). The goal of the program is to realize text sorting in the file. To realize that it 
is necessary to solve extra tasks: downloading (zv) and saving of the file (zb). 

Information, that is situated in the long term memory can be recognized only in small portions, the 
size of which is correlated  with the size of short-term memory. The concentration of memory on one or 
other aspects of activity raises the attention in the short-term memory. This process can be named 
remembering. 

 
In relation to the presented above while studying task of programming it’s possible to say the 

following. Integral mental reflection of the program, which covers all conceptual construction  (the 
triangle is marked by dotted line) is formed in the long-term memory and is never realized fully in all 
details in the same time. Forming and awareness of the work mechanism is made in portions. Each 
portion can be covered by the field of attention. These portions are thought over in the short-term 
memory. It is understandable that thinking in the limits of construct  mt is the thinking about the whole 
program in the most general treats and thinking in the limits of construct if or ob is maximally 
concretized. 

Evolution of formation in the long-term declarative memory of the cognitive structure of the typical 
educational programming object, taking into account the attention are presented in the research [8].   

On Fig.1 long term remembering is marked by the arrow from long term to long term memory. 
Memory is associated, because visual image can cause remembering of some word and vice versa. 

Methodological aspect of teaching informatics in the context of views about short-term memory, 
needs  the support of students during the process of solving of some additional tasks, which correspond to 
some constructs. Aspect of teaching is connected to long-term memory and needs methodological and 
diagnostic development, that support the creation in the declarative long term memory holistic 
hierarchical structures, which are the reflection of connections between separate constructions and 
connections between them. Moving between the constructs from up to down and from down to up are 
realized  via refined abstract-logical thinking, that includes deductive and inductive activities, analysis, 
synthesis, abstraction, concretization and generalization. Effective forming of skills, abstract-logical, 

Fig.2 Simple study program and its cognitive 
structure  
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causal intellectual activities in the process of learning informatics is very important and has big impact on 
general education and professional preparation. The hierarchy of cognitive structure of educational object 
is also mentioned in the research [9]. The last is important for the development of methodical approaches 
in education. The knowledge of structural organization of scientific material helps to optimize the process 
of education through the methodological means. 

According to author views, represented model allows to explain uniformly – to homogenize big 
amount of memory phenomena, attention, appreciation and also pedagogical and methodological aspects 
of learning.   Methodological consequences of work analyze of 3 component memory model in the sphere 
of informatics learning  are especially interesting, because the represented model explains strict 
casualness of practical studying programming and abstract logical character of cognitive actions, and also 
this model gives the possibility to form conceptual methodological approaches to studying processes. 

Neuro-cognitive proof to the study approach 
Considering all spectrums of attractive moments there is one question, that is necessary to solve, 

before building methodological basement. This is a question about effectiveness of this model, how it 
responds neuro-cognitive peculiarities of brain structure. The reply to this question can be found in the 
works of Ivanitskij [10]. 

 
 
Short term memory in the mentioned works is regarded as circular motion excitation by system 

limbic system of brain, which includes projection and associative neocortex rind and some parts of 
middle brain . Short-term memory is not for long-term information saving. Loss of information from 
short-term memory is caused by fading excitation or displacement of one excitation by the other one, 
which is responsible for other field of attention. 

Long-term declarative memory is connected with associated rind of medial sectors of temporal area 
of the cerebral hemispheres. Remembering in the long-term memory is realized via creation of neural 
connections in the associative brain rind. For realization of these connections there is a necessity of the 
long term excitation of one modality, which goes through appropriate temporal cortex area. The last is 
provided via many times repeating of information. Repeating of information several times renew neural 
connections and makes better the process of remembering. 

Modally specific hearing and visual images are situated in associated secondary zones. In the 
tertiary zones the connection between modally specific images of different modality  is realized. For 
example between a word and visual image. 

For teaching it is very important to know that the components of the limbic system are responsible 
not only for short-term memory, attention and consciousness, but also for emotional state of person. It 
puts some limitations on teaching. Let’s regard in more detail, in this context the processes of cyclic 
excitation, which is responsible for short-term memory. 

Signals from sensation organs come to projection rind , then rind comes to associative rind – 
inferior temporal for visual stimuli (17,18 zones, hereinafter author mean Brodmann zones). There the 
information is compared to the standard and is recognized. Also the transcoding of information into 
verbal acoustic form 37. 

Then excitation goes to entorial rind, which is situated on the internal part of the surface of the 
cortex temporal lobe (28). This rind plays the role of connector during the exchange of information 
between associated areas of neocortex and hippocampus. 

Fig.3 The consolidation of new information into long-term 
memory - associative cortex.  
1.Projective visual cortex; 2.Associative temporal lobe; 3. 
Hippocamp; 4. Thalamus; 5 Frontal lobe 
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Then impulses get to hippocampus. After that excitations move to motivation centers of 
diencephalon – thalamus and hypothalamus. Here emotional attitude to perceived information is formed. 
It’s in hypothalamus the importance of signal for the needs of the organism is determined.  

From there the excitations come back by the system of diffuse projections to the brain rind, 
including the zones of primary projections. The last instance is the same as primary.  Excitation signal 
gets in these conditions the closed and cycled character. Thanks to return excited nerve impulses, that 
come from motivational centers of brain overlap in the projection rind on the traces of sensory excitation. 
This cycle, the duration of which is nearly 150 ms got the name “circle of feelings”.  In 100 ms after 
starting of the process of cycle excitation appear also the connections between projection and frontal 
cortex. Frontal cortex provides the control of activities and their planning [8]. 

Let’s regard in more details the influence on emotional states of different parts of midbrain, in the 
context of studying processes (Fig.3). 

Thalamus is responsible for the primary processing, transition and redistribution of information  on 
the way from the sensors  to  the rind of  cerebrum (smell  is  an exception).  In thalamus there are  4 main 
cores, which are responsible for visual, auditory and tactile information  and the feeling of harmony and 
balance. Thalamus plays also an important role in remembering. Also damaging of thalamus leads 
antiretrograd amnesia – moving of information from short-term to long-term memory. 

Hypothalamus is situated under thalamus and defines the significance of signal for different needs 
of organism. Hypothalamus creates together with hypophysis  a single functional complex, in which first 
one plays regulatory role and the other one effectory role. Hypothalamus supports organism in the limits 
of adaptive and homeostatic parameters, necessary for life support. It is responsible for thermoregulation, 
regulation of breathing, regulation of sleeping cycle, quenching of hunger, thirstiness and sexual 
attraction. Unbalance of these parameters is the strongest motivational and behavioral factor.  
Hypothalamus is also called “stress center”. Its unbalance can destroy any studying process. 

Amygdala is connected by nerve connections to hypothalamus and is responsible for the decision to 
attack or to run away, swallow or not and many other. Amygdala gives fast precognitive, affective 
evaluation of situation from the safety of life point of view. Amygdala takes part in forming negative 
(fear) and positive emotions (pleasure). That is why excitation, which are caused by aggression or fear 
influence studies a lot. 

Hippocampus, “sea horse” is made up of 2 long structures, which are connected inside temporal 
lobes of the brain. Hippocampus allocates and keeps in the flow of external stimulus the important 
information, making a function of short-term memory manager. It takes part in coding the environment 
around us (spatial memory). In this way hippocampus transfer information to long-term memory. If it is 
damaged the syndrome of Korsakov appears, when a sick person loses short-term memory and keeps only 
long term memory. 

Analysis of the model gives the following conceptual conclusions concerning the lessons. 
Conclusion 
1. Scalability concepts are the specific response on limitation of attention field during the thinking 

process. Abstract-logical thinking, as a phenomenon, is realized by various concepts with different ranges 
of generality. It is reflected on computer science seminars and lectures. 

2. During the process of solving programming educational tasks, problem must be divided into 
logical subtasks, first, each of them are solved separately and, then the solutions are combined. Similarly, 
educational material on the lecture is divided into logical small parts. The size of new material in every 
part  is  not  bigger  than  7±2  (Miller`s  number).  Overloading  of  short  term  memory  leads  to  the  loss  of  
certain elements from new material. Every part has intermediate conclusion. These conclusion 
combinations generate conclusions at the end of lecture. 

3. Conceptual structure of the programming task solution, or the one, that is relevant to new lecture 
material should be hierarchically structured. Hierarchical structure means connected parts of solution or 
lecture. Moving in such hierarchical structure, during the lecture or during the process of solving problem 
is available in two ways: in strategy from general to concrete or from concrete to general.  

4. The strategy of program creation from general to concrete requires step by step downward 
detailed algorithm. On every stage the size of part is not bigger than Miller`s number. In strategy from 
general to concrete, each new material part starts from conceptual position which is explained in mode of 
specification and application. At the end of the lecture or seminar information is finished by conclusions 
again. 
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5. Strategy from concrete to general on educational programming practice is embodied in the 
methodology of modular programming. This strategy from general to concrete creates general conclusion 
at the end of logical development and this conclusions can be logical ending of the lecture or seminar.  

6. The formalization of the knowledge structure in a hierarchical structure opens the way to 
modeling representation of processes of thinking and learning. Mainly it concerns: software objects, 
classification of software and hardware computer technologies, databases, network Internet structures, 
schematic realization of the hardware equipment, software objects menu, etc.  

7. In the process of teaching it is necessary to repeat several times new materials, which is good 
connected with previous material. For the creation of new neural connections the time is needed . In 
addition formation of new connections should be based on already formed neural structures. Any 
information can be completely new, each part is a modification of what we already have in our memory.  

8. Hippocampus, amygdale, thalamus and hypothalamus are parts of limbic system and midbrain. 
They are responsible for the consolidation of new material into long-term memory, through short-term 
memory and for sensitive sphere. So information in short-term memory can be lost when you change your 
mood on the lecture. Attention focusing on abstract informatics themes cannot be achieved in case of: 
thirst, hunger, cold, fear, self-aggression, sexual arousal. However, low emotional background on the 
lecture creates a weak motivation to study new material and does not allow creating long circle 
excitations determination of modality to learn information in long-term memory. 
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Hubal H.M. Mathematical analysis of the influence of radiation exposure on autosomal genome: interdisciplinary 

connections. The paper presents mathematical analysis and derives the equation of the influence of radiation exposure on the 
autosomal genome using interdisciplinary connections.  
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Sasyuk Z.K. Development of spatial imagination of students of technical Universities methods of descriptive 

geometry. In this article the problem of spatial imagination university students methods of descriptive geometry. Proposed by 
sequential display graphic illustrations to increase ease of perception multistage geometric constructions, activate spatial thinking 
students, encourage them to find creative solutions and various further improvements graphic knowledge. 
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