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 ATMEGA328  POLOLU 3PI ROBOT.  
 ATMEGA328   

. . 
: ATMEGA328, 3pi robot, C ++, , . 

 
Kostiuchko S.M., Sklyanchuk O.M., Ilyushik R.S. Mathematical bases and programming of microcontroller 

ATMEGA328 using POLOLU 3PI ROBOT. In this article the mathematical aspects and possibilities of programming the 
microcontroller ATMEGA328 for parallel execution of the set tasks are given. Listing the command code execution robot and its 
block diagram. 

Keywords: ATMEGA328, 3pi robot, C ++, microcontroller, module. 
 

.  
, ,  “ ”  

. ,  
. , ,  

. , ,  
, ,  

. ,  
. . 

 Pololu 3pi ,  
.   (9,5   /  3,7  ,   83   /  2,9   

)  AAA,  
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 Atmel ATmega328P,  20  32 , 2 
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,   Pololu,   

.  3pi  
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1.  Buzzer- . 
,  

: 

const char starwars[] PROGMEM = 
"! V15 O5 L4 MS ggg L8 e-. L16 b- L4 g L8 e-. L16 b- L2 g O6 L4 ddd L8 e-. O5 L16 b- O5 L4 

f+ L8 e-. l16 b- L2 g" 
"O6 L4 g O5 L8 g-. L16 g O6 L4 g L8 f+. L16 f L16 ee- L8 e R O5 L8 a- O6 L4 d- L8 c. O5 L16 

b" 
"O5 L16 ba L8 b R L8 e L4 f+ L8 e. L16 f L4 b L8 g. L16 b O6 l2 d" 
"O6 L4 g O5 L8 g-. L16 g O6 L4 g L8 f+. L16 f L16 ee- L8 e R O5 L8 a- O6 L4 d- L8 c. O5 L16 

b" 
"O5 L16 ba L8 b R L8 e L4 f+ L8 e. L16 b L4 g L8 e. L16 b L2 g R R" 
play_from_program_space(starwars); 

  «cdefgab» -  ,  «  ,  ,  ,  ,  ,  , », V15 –  Buzzer-  (  
15), (  4  6 ) – , L(  4, 8, 16) – ,  

. 
2. .  

 
.  «sensors»  read_line().  

. 
 

int main() 
{                    

         unsigned int sensors[5]; 
         initialize(); 
         while(1) 
         {        

                      unsigned int position = read_line(sensors,IR_EMITTERS_ON); 
                      if(position < 1000) 
                       { 
                                 set_motors(0,100); 
                                 left_led(1); 
                                 right_led(0); 
                       } 
                      else if(position < 3000) 
                       { 
                                     set_motors(100,100); 
                                  left_led(1); 
                                  right_led(1); 
                       } 
                      else 
                       { 
                                 set_motors(100,0); 
                                  left_led(0); 
                                  right_led(1); 
                       } 
                 } 

} 
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3. . 
,  

, , ,  
.  

           for(counter=0;counter<80;counter++) 
         { 
                     if(counter < 20 || counter >= 60) 
                     set_motors(40,-40); 
                     else 
                     set_motors(-40,40); 
                     calibrate_line_sensors(IR_EMITTERS_ON); 
                     delay_ms(20); 
         } 
                    set_motors(0,0); 
                            unsigned char button = wait_for_button(ANY_BUTTON); 
                     if(button == BUTTON_B) 
                     { 
                           unsigned int position = read_line(sensors,IR_EMITTERS_ON); 
                                clear();           
                               print_long(position);  
                                lcd_goto_xy(0,1);                             
                                 display_readings(sensors); 
                                 delay_ms(100);                                
                                 play_from_program_space(go); 
                                 while(is_playing()); 
                                 play_from_program_space(starwars); 
                     } 

 Pololu  3pi  :   –   
 OTR-RC  ,  ,   

: 
-  0 ( )  2000 ( )  

. 
-  ,   

. 
- . :  
,  ( ).  

 RAM- .  
,  0  1000 . 

- , ,  
. 

, 3pi  (  
). , , . 

.  
Pololu 3pi,  Atmel Studio, ,  

 Buzzer- ,  
, .  3pi  

. ,  
, .                                                                                                                                                          
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I.Ye.Andrushchak, Martsenyuk V.P. Innovative features of use cloud technology. The article discusses the 

possibilities of using cloud technologies, outlines the prospects for the future transition to a cloud network and shows the main 
advantages and disadvantages of their implementation. 

Key words: cloud technology; cloud technology; IT-infrastructure; software; information system; provider. 
 

Formulation of the problem. In recent years, so-called cloud computing (cloud computing) is 
gaining in popularity. This term has been used in the world of information technology since 2008. Eric 
Schmidt, General Manager of Google, was the first person to pronounce the word cloud computing. 

Almost all modern features of cloud computing, their comparison with electricity and the use of 
private, public and public models were presented by Douglas Parkhill in the book The Challenge of the 
Computer Utility, in 1966. According to other sources, cloud computing dates back to the 1950s, when 
scientist Herb Grosch argued that the whole world would work at terminals controlled by about 15 large 
data centers [1]. 

Setting up tasks. The term "cloud" itself comes from telephony, because telecommunication 
companies, which until the 1990s offered mainly dedicated point-to-point transmission schemes, began to 
offer virtual private networks (VPNs) with comparable quality of service, but with much less costs By 
switching traffic to optimal use of channels, they were able to use the network more efficiently. The cloud 
symbol was used to indicate the delineation between the user and the supplier. 

Amazon has played a key role in the development of cloud computing, by upgrading its data 
centers, which, like most other computer networks, use only 10% of their power at a time, in order to 
ensure the reliability of a load jump. Upon learning that the new cloud architecture provides significant 
internal efficiency improvements, Amazon has launched new cloud computing research for external 
customers and launched Amazon Web Service (AWS) based on distributed computing in 2006. In early 
2008, Eucalyptus became the first open-source API to deploy a private cloud. At the beginning of 2008, 
OpenNebula was the first open source project to deploy private and hybrid clouds. 

The following models provide services with the help of a cloud: 
- Software as a Service (SaaS) Examples of software as a cloud-based service are Gmail and 

Googledocs. 
- platform as a service (PaaS) For example, GoogleApps provides online business applications that 

access through an Internet browser while software and data are stored on Google's servers. 
- infrastructure as a service (IaaS) The largest players in the infrastructure market are Amazon, 

Microsoft, VMWare, Rackspace and RedHat. While some offer more than just an infrastructure, they 
combine the goal of selling basic computing resources. 

A general characteristic of companies that build their cloud-based products is the certainty that the 
Internet is able to meet the needs of users in data processing. 

And today there is confidence that the best way to prepare for the latest IT-technologies is to put 
these same technologies into the educational process. 

Many works of domestic, Russian and foreign authors are devoted to network technologies and the 
use of social services in the Internet. Unlike the above-discussed works of network services, cloud 
computing allows you to use both the service and software, data, and even computers. 
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Analysis of recent researches and publications. Recent studies have shown that the use of cloud 
computing to organize work in Ukraine more than 30% of Ukrainian companies will use cloud 
technologies after 3 years. Such a forecast was made by partners of Microsoft Ukraine during a survey 
conducted at the company's partnership conference on October 17. Moreover, more than half of them 
believe that by 2015 the share of companies in Ukraine that will use cloud solutions will be even higher - 
40% or more. At the same time, partners point out that customers are most concerned about data security 
in the cloud - this is underlined by almost 90% of the respondents [2]. 

According to the estimates of global companies, cloud technologies determine the development of 
the  IT  industry  in  the  next  5-8  years  and  80% growth  of  the  global  IT  market  will  fall  on  the  share  of  
"clouds". 

According to the research, the cloud market of Ukraine is at the stage of the formation of demand 
and accumulation of the primary experience of consumption of cloud decisions. This suggests the 
minimum level of knowledge of end users about cloud computing and low level of technology 
penetration. 

Thus, 47% of IT-surveyed respondents consider their knowledge of cloud-based solutions to be 
superficial, and 88% of surveyed managers are completely unaware of cloud-based services. The research 
was focused on medium and large enterprises of financial, telecommunication, retail, logistics and 
manufacturing industries, since these are the main consumers of IT services in Ukraine. 

Plans for using cloud solutions by Ukrainian enterprises, as well as intensive technology 
development by IT companies, create a market potential that will provide an exponential growth 
characteristic of the cloud markets of developed countries by 2015-2016. More than a third of surveyed 
IT services are planning to use cloud solutions, and 75% of them are going to begin to use in 2014. 

Basic material presentation. The experience of using modern cloud technologies in business 
applications opens up a perspective way to use them in the educational and social spheres. In particular, 
the development of cloud services for the study of information systems and technologies is realized by 
well-known companies "1 ", "Parus", "BuchSoft", etc., which remain the leaders in the market of 
information systems. At the same time, it is necessary to provide not only cloud services for companies, 
but also to create and develop free cloud services for obtaining skills of work with information systems 
for students of different specialties. 

Providers of cloud-based solutions allow you to rent computing power and disk space through the 
Inter-net.  The  benefits  of  this  approach  are  accessibility  (the  user  pays  only  for  the  resources  that  he  
needs)  and  the  ability  to  flexibly  scale.  Customers  are  relieved  of  the  need  to  create  and  maintain  their  
own computing infrastructure. 

Experts estimate that the use of cloud technologies in many cases can reduce costs by two to three 
times compared with maintaining its own developed IT-structure. 

"Cloud" opens up a new approach to computing, in which neither equipment nor software is owned 
by the company. Instead, the provider provides the customer with a ready service. 

Young "Startups", which require large computational resources to serve users, often can not afford 
to create and operate their own data center, often resort to "clouds". 

One  of  the  first  widely  available  cloud  Internet  services  was  e-mail  with  a  web  interface.  In  this  
case, all data is stored on remote servers, and the user accesses their emails through a browser from any 
computer or a sufficiently powerful mobile device. 

The market for cloud technologies is growing rapidly. It actively offers services for both 
individuals and corporations. According to IDC, the average annual growth rate of the global cloud 
services market from 2013 to 2016 will be 26.4%, which is five times higher than the growth rate of the 
IT industry as a whole.Today, 70% of organizations in the world are already either using cloud 
technologies or are exploring this issue. According to the survey, 25% of respondents are ready to go to 
the clouds in order to reduce IT costs. But this is in the future. Today there is still a lot of questions and 
uncertainty among customers, which requires developers and their partners new solutions, concerted 
action and serious communication on the market. 

The use of cloud technologies gives a number of advantages over traditional IT technologies: 
- An organization can more effectively manage its use; 
- computing resources; 
- increased IT-infrastructure management; 
- simplifies the management of the continuity of the organization, thanks 
The concept of virtual machine back-up and migration systems reduces the cost of IT 

infrastructure, such as the computing resource park, electricity, and staff serving this infrastructure. 
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- do not need powerful computers; 
- Less cost of software purchases and its systematic upgrade; 
- unlimited amount of data storage; 
- availability from different devices and no binding to the workplace; 
- ensuring data loss protection and performing many types of training activities, monitoring and 

evaluation, online testing, openness of the educational environment; 
- saving of funds for the maintenance of technical specialists (Dr.1). 
The general advantage for all users of cloud technologies is that access to the cloud can be not only 

from a PC or a laptop, but also from a netbook, a smartphone, a tablet, as the main requirement for access 
is the availability of the Internet, and for the software " clouds "uses the power of the remote server. 

 
Dr. 1. Cloud technology 

 
Experts estimate that the use of cloud technologies in many cases can reduce costs by two to three 

times compared with maintaining its own developed IT-structure. Also, the main advantage of the use of 
these technologies is the ability to quickly adapt to changes in the environment of any institution, which 
is now very relevant in the context of the rapid development of all branches of science and technology 
[3].  

Thanks to the growing popularity of cloud technologies for educational institutions, there are new 
opportunities for managing the learning process. 

It is evident that there are important arguments for translating computer infrastructure into 
educational institutions into the cloud. For example, standard applications that are widely used in 
education (word processor, spreadsheet editor, graphic editor, email, etc.) will always be relevant, 
especially when using clouds. 

The vast majority of educational institutions are just beginning to introduce cloud technologies into 
the learning process and include relevant disciplines for their study. If we analyze pedagogical works, we 
can conclude that there is a lack of research on the use of cloud computing in the educational process [4]. 

In addition to the obvious advantages in favor of using cloud technologies, it is also worthwhile to 
note some disadvantages. The main disadvantage is their small distribution, but these technologies are 
only beginning to spread in Ukraine. One of the major drawbacks is sometimes the need to access the 
high-speed Internet. The rapid increase in the number of Internet service providers and the continuous 
improvement of the quality of Internet services would have to solve this problem, but there may be 
shortages in service or problems with providers, which may lead to the suspension of the work of 
departments or entire enterprises in a short time. Also, the disadvantages of cloud computing can be 
attributed to the limited functionality of software when working with them over the Internet. 

However, there are some security issues that cloud providers can store important information for 
years on their servers, and cyber-criminals - to intercept information. Of course, large cloud providers use 
all possible means to provide maximum security of information and invest in developing new, even more 
effective means of  protection,  but  still  it  is  not  necessary to store or  transfer  sensitive documents  to  the 
cloud.  An interesting fact  is  that  US companies are  not  often concerned about  the security of  their  own 
information, while enterprises in Ukraine, Russia, and a number of other countries with a high share of 
the shadow market identify this as a major issue in the spread of cloud technologies. 
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Recent studies have shown that the use of cloud computing to organize work in Ukraine more than 
30% of Ukrainian companies will use cloud technologies after 3 years. Such a forecast was made by 
partners of Microsoft Ukraine during a survey conducted at the company's partnership conference on 
October 17. Moreover, more than half of them believe that by 2015 the share of companies in Ukraine 
that will use cloud solutions will be even higher - 40% or more. At the same time, partners point out that 
customers are most concerned about data security in the cloud - this is underlined by almost 90% of the 
respondents. 

According to the estimates of global companies, cloud technologies determine the development of 
the  IT  industry  in  the  next  5-8  years  and  80% growth  of  the  global  IT  market  will  fall  on  the  share  of  
"clouds". 

According to the research, the cloud market of Ukraine is at the stage of the formation of demand 
and accumulation of the primary experience of consumption of cloud decisions. This suggests the 
minimum level of knowledge of end users about cloud computing and low level of technology 
penetration. 

Cloud technology is the ability to access data without installing special applications on the device. 
All  the  necessary  support  is  provided  by  the  servers  to  the  users.  But  whether  you  have  to  pay  for  this  
remote access to the data or not, it depends directly on the queries. 

Cloud technology is a technology that provides Internet users with access to computer resources of 
the server and the use of software as an online service, that is, if there is an Internet connection then it is 
possible to perform complex calculations, to process data using the power of the remote server [5]. 

What services can we get? 
1. Use of software. 
2. Software as a Service (SaaS) - provides access to an integrated platform for developing, testing, 

and supporting various projects. 
3. Infrastructure as a Service (IaaS) - Represents a virtualization computer infrastructure that 

includes operating systems and system software, as well as the hardware part of the server. 
4. Desktop (a Desktop (as a Service) (DaaS)) - A user can personalize his workplace and thereby 

create a set of software for his work. 
In general, this technology has both pros and cons. It is quite economical and expedient for 

organizations, corporations, firms. It does not require significant resources on your device (such as a 
PDA, tablet, smartphone, netbook or computer), but it is demanding about Internet access. 

This means that you must have an uninterrupted high-speed Internet. 
Another disadvantage is that although service providers try to work online for an entire time, there 

are always cases when the server can be offline and then access to your services will be inaccessible. 
The technology of cloud computing and the educational platform implemented on its basis allow 

the most efficient use of available software and hardware resources of the school, gymnasium, and 
students get the opportunity to apply in practice the most advanced computer technologies. 

It is very beneficial for young enterprises to use cloud-based servers. They will not have to worry 
about buying their server hardware, spend on building a local network, hiring sysadmins. Simply select 
one  of  the  cloud  servers,  which  is  ideal  for  the  size  of  the  memory,  number  of  clients  and  other  
characteristics, and pay once a month a subscription fee. 

Cloud technology is the ability to access the necessary information through a regular browser from 
anywhere on the planet. Workability will no longer worry the client, since it is followed by those who are 
paid by the user for cloud storage. Such systems are in demand from corporate users who need to set up a 
document flow in the enterprise network. 

For ordinary users who simply do not want to clog the computer with superfluous information, 
there are free cloud servers, which will be quite enough [6]. 

This  type  of  service  enables  users  to  quickly  deploy,  products  that  allow  the  safe  use  of  web  
technologies, email security, and the security of a local system, which allows users of this service to save 
on deploying and maintaining their own security system. 

Classification of cloud services. 
Currently, there are three categories of "clouds": 
- public; 
- private; 
- hybrid. 
The  public  cloud  is  an  IT  infrastructure  used  by  many  companies  and  services  at  the  same  time.  

Users of these clouds do not have the ability to manage and serve this cloud, all responsibility for these 
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issues lies with the owner of this cloud. A subscriber of the offered services can become any company 
and the individual user. They offer an easy and affordable way to deploy web sites or business systems 
with large scalability, which in other solutions would not be available. Examples: Online Services 
Amazon EC2 and Simple Storage Service (S3), Google Apps / Docs, Salesforce.com, Microsoft Office 
Web.  A  private  cloud  is  a  secure  IT  infrastructure  that  is  controlled  and  exploited  in  the  interests  of  a  
single organization. An organization can manage a private cloud on its own or entrust this task to an 
external contractor. The infrastructure may be located either in the premises of the customer, or from the 
external operator, or partially in the customer and in part from the operator. The ideal variant of a private 
cloud, this cloud is deployed on the territory of the organization, serviced and controlled by its 
employees. 

A hybrid cloud is an IT infrastructure that uses the best quality of a public and private cloud when 
it comes to solving a given task. Often such a type of cloud is used when an organization has seasonal 
activity periods, in other words, once the internal IT infrastructure fails to cope with the current tasks, part 
of the capacity is transferred to a public cloud (for example, large volumes of statistical information that 
in  the raw form do not  represent  values for  the enterprise),  as  well  as  to  give users  access  to  enterprise  
resources (to the private cloud) through a public cloud. 

First, confidential data transmitted through cloud storage can be intercepted by hackers. The quality 
of  the  Internet  connection  should  be  very  high.  In  case  of  interruptions  to  the  Internet,  it  will  be  
impossible to access data in "clouds". At the same time, large enterprises still need a system administrator 
to set up data transfer. 

If  a  customer wants  to  save and prefer  a  cheaper  server,  then he will  have to deal  with disability  
issues. Cheap cloud storage facilities are not very good hardware infrastructure, which regularly 
encounter problems, and their fixes take a lot of time. 

Cloud technology is a paradigm that involves remote processing and storage of data. This 
technology provides users of the Internet, access to computer resources of the server and use of software 
as  an  online  service.  That  is,  if  there  is  a  connection  to  the  Internet  then  you  can  perform  complex  
calculations, process data using the power of the remote server. 

In addition, some analysts predicted the appearance of cloud computing problems in 2010. For 
example, Mark Anderson, head of the industry-specific IT publication StrategicNewsService, believed 
that because of the significant influx of users of services using cloud computing (for example, Flickr or 
Amazon), the cost of errors and leakage of information from such resources increases, and in 2010 they 
had big "catastrophes of type of failure, or safety-related disasters" occur [7]. 

Conclusion. The Ukrainian cloud market, unlike the US or EU markets, is currently in the "latent 
phase" of development - the formation of demand and accumulation of the primary experience of cloud 
consumption consumption - but according to unanimous expert forecasts already in 2015-2016, it will 
show the exponential growth characteristic for cloud markets in developed countries. The repeated 
increase in the market in the coming years will lead to the emergence of a new specific and significant 
sector of the Ukrainian economy and infrastructure. 

Nowadays there is a gradual migration of educational services with the help of modern 
information and communication technologies and information resources in the cloud, which will lead to 
the rapid introduction of these services in education and social sphere. 

The introduction of cloud technologies is a new trend in emerging computer technology and 
needs further research. 
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Burchak I.N. Investigation of the possibility of implementation a vector figures in the bitmap images during the 

laboratory work from the discipline "Steganography". The article considers the possibility of using vector images obtained in 
CAD systems for encryption using steganography. Carriers are bitmap images, for example, various photographs. 
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MODELING OF THE MESSAGES SEARCH MECHANISM IN THE MESSAGING PROCESS 
ON BASIS OF TCP PROTOCOLS 
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Melnyk V.M. Modeling of the messages search mechanism in the messaging process on the basis of TCP protocols. 
In this paper a traditional socket interface expansion for the implementation of TCP/IP communication with the involvement of a 
new mechanism is modeled for data retrieval instead of their traditional receipt in the established queue order. A message finding 
approach through a TCP socket allows the user program to receive the expected data packet by skipping the queue for the 
previous passage of all required packages to receive them in connection order. With the use of the reciprocal search procedure for 
messaging, the application or library can consider the TCP socket as a typical list of message packets that can be received or 
deleted along with their data from both: the top of the socket buffer and any arbitrary position of the socket in the message stack. 
The simulated message search approach facilitates the data copying process between the message library and the user code, 
bypassing first the need for unwanted data copying operations in the library buffer before they are received and subsequent 
displaying of the received messages in the socket buffer. 

Keywords: network interface, socket, message search, procedure of copying, performance. 
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1 Introduction. High-performance cluster computing are mainly used to perform long-term 
cumbersome calculations of a scientific or applied nature. Such calculations can be divided into separate 
computational parts and assign each of them to run on one or even several computers. Computers with the 
appropriate frequency are sending the data and messages to each other in order to update the information 
integrity related to the computing distribution, or to provide other computers with the data required as 
parameters or additions for the subsequent parts to make calculation. The leading structures based on cluster 
components [1-3] can provide a flexible and efficient environment for applications with intensive data processing 
on distributed platforms [4]. For such structures, the applications are specifically developed from a set of selected 
interacting software components, which, along with the computing resources, are important in terms of flexibility 
and optimization of the program performance. 

The publication [4] also describes that in many applications with intensive data processing, the volume 
of data can be divided into user-defined sub-blocks that can be computed like pipelined one. If the organization of 
work processing and communication may overlap, then the productivity improvement also depends on the 
computing blocking and the size of messages, named data sub-blocks. There is noted that small blocks of data 
lead to improve the loading balance and piping, and in the communication practice many messages for this matter 
are generated with blocks of small sizes. However, the larger blocks reduce the number of messages and reach 
the higher bandwidth in the communication channel, but probably make a load imbalance and reduce the 
conveyance. 
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Along with the demands of performance and data processing intensity, the applications written using 
kernel and TCP/IP socket interfaces also have other requirements, such as performance guarantee, scalability of 
these guarantees and adaptability to heterogeneous networks. To allow such applications to get an advantage of 
high-performance protocols usage, the researchers have used a several approaches, including performance of 
high-performance socket levels through the user-level protocols. To these approaches are included: the virtual 
interface architecture implementation and InfiniBand technology architecture [5]. The applications used them 
should be written in taking into account the saving of the connection performance in TCP/IP. 

The literature results show that because of the individual components reorganization in such applications 
there are achieving the significant improvements in application performance, which leads to an increase of the 
performance guaranty scalability and balancing with the small blocks loading. This approach in turn makes these 
applications more adapted to heterogeneous networks. The different socket characteristics worked on the virtual 
interface architecture allow for more effective data division at the output nodes, which increases the performance 
up to one order. In union with high performance the sockets with low overhead allow the applications to achieve 
quality results in many measurement areas that can be used in designing, developing and implementation of 
applications with intensive computing on modern clusters. 

Despite  the cluster  structure allows many computers  to  be used as  fully as  possible  to  reduce the 
time spent on computing, yet clustered computer systems suffer overhead during the required high-
performance computer communications. The overheads to perform such calculations also depend on the 
number of computers in the cluster, the libraries used to facilitate communication, and the choice of the 
interface between computers and other component units within the computing cluster. Despite the wide 
experimental results for cluster interactions, some studies have demonstrated the interdependence of 
efficient library design for messaging in clusters that use TCP/IP and Ethernet components to achieve the 
performance comparable to proprietary interconnects [6, 7]. 

 
 

Fig. 1. The dependence of the expected message receiving effectiveness from the previous messages 
in the queues and unexpected messages 

 
The overheads dependence that appeared when using messages based on TCP/IP protocols depends 

not only on the message sizes and their receipt frequency, but also on whether the message is expected or 
unexpected. A message may occur as an unexpected one if its data is received by the receiver before a 
system call to the library in order to receive such message in the memory buffer on the user program 
level.  It  is  known [7,  8]  that  unexpected  data  is  first  copied  to  a  temporary  library  buffer.  For  sending  
messages through TCP/IP protocols, the message can be considered as received when its data appears on 
the network, and the TCP stack places it in the connection socket buffer between the two communicated 
hosts. Fig. 1 shows us a situation where host expects the appointed message along with unexpected 
messages in the socket buffer that were arrived to the system at the same time or before. For example, the 
system expects a message with the interface of its transmission with a specified type of tag [9]. The 
message passing interface (MPI) is a standardized and portable messaging system. It was developed by a 
group of scientific and industrial researchers and appointed for implementation on a variety of parallel 
architectures to make a data computing. In cluster communication practice, there is present several quite 
effective interface implementations, many of which are free-license available and open to use. These 
raised an approach that pushed for parallel software development and large-scale and portable 
applications creation that are designed to perform parallel computing. In case of the network 
communication, the operating system socket interface for TCP protocols receives certain bytes from the 
formed connection in the established order, using one of the system calls: recv() or read().To count this it 
first need to release the socket from the previous unexpected messages in order to access the expected 
message in next step. In the general process of message receiving by applications, these data most likely 
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are to be needed later, then each of them should be copied to the reception pool of unexpected messages. 
Such operations of unexpected messages copying cause significant overheads. In the next step, before to 
receive the expected message on application level, it need to check first the pool of unexpected messages 
receiving, and only then to call for the message to receive it at the socket level. 

The purpose of this work is to simulate the usual socket interface of the operating system for its 
extension through which it can be possible to access the random expected message, i.e. to its location in 
the socket buffer, bypassing the receiving queue of all previous incoming messages that were arrived 
before expected one. The new advanced interface should perform the search for the required information 
(message) in the socket buffer and allow the user to receive the expected message from any stack position 
bypassing the operation of copying the previous messages into the pool of unexpected messages that 
arrived before the specified expected message (fig. 1). From the side of the development requires 
implementation it need to involve the multiple search process. The messaging program or the usage 
library should consider the TCP socket as a list of messages that can be received by the user application, 
and during the receiving procedure it need immediately to delete the received data not only from the top 
but from the arbitrary point of the socket buffer, where expected message was set. 

An interface for sockets that search for messages in the stack by the method described above is 
complementary to those works that aim to increase the performance of the messaging process by using 
TCP  protocols.  Among  them  can  be  selected  those  works,  that  are  focused  to  use  a  re-constructed  
libraries with a more efficient design. These libraries can be managed by events from the side of its own 
complementary architecture [10] and/or can use a special support from the side of hardware 
reconfiguration, other than the generally accepted, or the network card interface. The second type of re-
constructed libraries can be those that are based on TCP-level splitting [7, 11]. However, this work is 
based on the efficiency of using the operating system interface on the socket level. Therefore, the model 
described in this paper should collaborate with ideas that focus on supporting the network card interface 
or on usage a well-designed library to enhance the performance of other system components for TCP 
messaging. 

The  interface  to  perform  a  search  procedure  of  the  expected  message  on  the  socket  can  be  
developed and implemented on the basis of the Linux kernel and verified by using the method of a simple 
microbenchmark, the data for which is obtained outside the query, implemented for this socket. The 
results of some qualitative calculations reveal that reducing of the processing time with using sockets that 
directly search the message in the stack should reach more than on a third part. The performance growth 
of such system will depend on the receipt of expected messages with large volume or the number of 
messages that are to be bypassed in the receiving queue. 

 
Fig. 2. The algorithm of the recvmsg() function for the Linux-based TCP messaging 

 
2 Basics of the functions work on Linux TCP. The TCP stack under control of the Linux kernel 

works with socket buffers that are mentioned in literary sources as sk_buff's, sock_buf's or simply skb's. 
The data  packets  in  the receiving process are  received by the network device,  they are placed in a  ring 
buffer, and sk_buff is assigned to the data and associated to them. The buffer sk_buff saves the metadata 
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for each package, and the stack of the Linux operating system for TCP/IP, interacting with sk_buff to 
process the data packet. For each particular connection sk_buff is placed in the socket buffer queue.  

To facilitate the procedure for receiving them in the correct order and managing the packages, for 
each of them is assigned a serial number in the queue, which specifies the number of bytes sent for each 
packet particularly during the connection. The implementation like this allows to recover packets on the 
reception side during retry at the network level and remove data from socket buffers. The user application 
does not know or should know the ordering of the data in the packets or the timeliness of their receipt in 
the network. Tasks that are solely associated with a user's application are considering in that, how data 
elements are sent from a source and their real fixed lengths. 

When the user proggram makes a call any of recv(), recvfrom() or recvmsg() functions on the TCP 
socket, then tcp_recvmsg() function is used in the kernel (e.g., net/ipv4/tcp.c). Fig. 2 shows a working 
algorithm chart for these functions. The tcp_recvmsg() function begins the data copying from sock_buff’s 
buffers in the socket queue which point to the actual data placed in the ring buffer. The function checks 
the first skb in the socket buffer, and then copies the data to the user's space buffer. If skb has more data 
than is requested, the tcp_recvmsg() function leaves a "reminder" in the socket buffer queue. If the user 
requests  more  data  than  the  data  amount  placed  on  the  first  skb,  it  is  selecting  along  with  the  
corresponding data in the ring buffer, and the specified steps described above continue with the next 
going skb in the queue. By default, the function tcp_recvmsg() returns all query data from the socket 
buffer after the full read procedure in full volume, removing all the skb's buffers that contained their data, 
and updates the sequence number of the first byte to perform the next socket reading operation.  

TCP usually  uses  sequence  numbers  to  track  the  way  that  was  read  from the  socket  buffer,  and  
determines the continuation order of the readout procedure. At each step, the copied_seq variable, which 
records the order of the duplication, receives the sequence number for which the data will be read. In 
other words, this variable will contain an ordered sequence of what has already been copied and that will 
be read further from the reception queue. In this case, if the sequence of numbers copied_seq was greater 
than the number of the first basic skb sequence, and the part has already been read from it, then the full 
length of the data request will be copied starting from the sequence number specified in the copied_seq. 
Thus,  using  the  sequence  numbers  will  be  used  to  determine  the  data  that  the  reception  request  should  
read from the socket. 

3 Implementation of additional socket search procedure. The main purpose of using sockets 
that are directly seeking for a message in a queue is to receive data placed on the socket receiving buffer 
in any order. When the data is copied from the socket, the corresponding skb with the copied data must be 
removed from the buffer, and the current list of skb’s should also be corrected. As data that was read in 
the sequence numbers is no longer present and available, then the subsequent requests for their receipt on 
the socket should "know" and take into account that these data are missing in the buffer. This can be 
implemented through a connection list that contains the initial and final sequence numbers for each "hole" 
in the socket reception buffer. Creating a hole frees up memory space in the socket buffer and allows to 
normalize the behavior of the TCP stream independently from the location place in the buffer from which 
the data was deleted. When the reception request begins the process of data copying to the user, it avoids 
any met hole on the path and continues normally to receive the data from the ordinal number that follows 
after the hole. In the process of the data receiving the list of holes increases with their integrity, and at the 
same time takes place the dynamic reduction associated with their removal. 

The model developed in this paper proposes to create a new streaming protocol 
SOCK_FIND_STREAM.  It  should  use  the  same  stack  as  the  TCP  and  ordinary  SOCK_STREAM  
sockets. However, the basic functions should be modified so that it could be possible to make search of 
the sockets with SOCK_FIND_STREAM type. If a socket request is performed to a socket that does not 
make the search procedure, or if the call does not find the package that is expected to receive, then the 
way through the TCP stack with its  functions is  almost  identical  to  the code used by the normal  Linux 
kernel. But when the search request is performed on the socket that makes the search procedure, then the 
way through the TCP stack remains the same, only may change the code way through separate functions. 
Basically, the changes are related to the tcp_recvmsg() function code that is introduced into this function. 
All the introduced modifications are required for managing the list of holes, their sequence numbers and 
skb 's, which have already been read yet.  

Another major change should be made in the function tcp_recvmsg() that relates to the procedure 
for socket obtaining on which the search procedure has to be made. It includes a disabling of the TCP 
queue pre-loading mechanism. Although the TCP queue pre-loading mechanism allows some better 
manage with the stream resources in the exchange process, however it causes a slight decrease in 
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performance. Also in the general messaging procedure, it is not possible to easily change the downloading 
queue to allow further searches. In connection with the foregoing, the pre-loading mechanism was turned 
off at the receiving moment on the socket that makes the search. 

After the SOCK_FIND_STREAM socket has been created, the known above functions recv() and 
recvmsg() can be used as ordinary functions. The new search function find_recv() should be realized like 
a system call, that needs to get the following arguments: 

size_t find_recv(int s, void *buf, size_t len, int flags, size_t offset); 
The arguments to call find_recv() are identical to the function recv(), with the change added to indicate 
the number of bytes to be transmitted to the stream. This offset always points to the first byte that must be 
obtained through the use of recv() system call. 

Since the call find_recv() changes structure msghdr, and then calls the general function 
sock_recv(), then the standard library function recvmsg() can also be used to search for recipients. The 
variable msg_find has been added to the msghdr to indicate a search offset. By modifying the msghdr 
structure  taken  to  the  function  recvmsg()  it  is  easier  to  search  for  the  package  that  is  expected  to  be  
received without the new special function involvement. In order to be able to search previous messages of 
a large size, it need to increase the maximum message reception buffer size. This parameter adjusts the 
system variable net.core.rmem_max(sysctl). It allows to set the maximum buffer size for each received 
message. The maximum buffer size can be reset by using the known function setsockopt(). Consequently, 
the parameter sysctl should be set to a sufficiently large number of bytes, and the reception buffer should 
be increased, if necessary, over the entire interval of the user program work. In the case where the buffer 
is fully filled, then the usual TCP actions are executed, and the call to receive the result in the course of 
the search implementation should return an error. Then the program should clearly respond to the error of 
the socket buffer overflow and delete some data remaining in the buffer to release more space in the 
kernel. 

5 Conclusion. In this paper the model for a new socket level extension is proposed, which allows 
to get  an irregular  access  to  expected message from a single TCP connection.  The interface for  sockets  
with searching procedure for expected message and obtaining data outside the query is proposed, which 
in the opinion of the authors can be implemented in Linux system. The model shows that for developing 
start of an application code are required only small changes to implement message exchange. 
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, , . 

 
Khanin O.G., Lotysh V.V., Gumeniuk P.O. Identification of mass-service systems with controlled capacity and its 

program realization. The method of cluster analysis of data with arbitrary discrete distribution, which allows at a certain level 
of significance to make statistically substantiated decisions about the belonging of an object to a particular cluster, is proposed. 
The method allows many practical tasks, in particular, the problems of mass service identification, to quickly carry out a 
statistically valid cluster analysis of randomly distributed data with a predetermined probability of clustering error 

Key words: cluster analysis, mass maintenance systems, 2-distribution, confidence interval of reliability, software 
implementation, software application. 
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 0   1,   1.  ,   
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,  (  
)  m- . 

, , m = 4. 
 

 1.  ( ). 
  

 1 2 3 4 
1 319 69 95 8 147 
2 169 12 75 6 76 

…………………………………………………………………… 
k 284 33 51 17 183 
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,  
, , ,  

. 
 

 2.  
 

 1 2 3 4 
1 0,22 0,30 0,02 0,46 
2 0,07 0,44 0,04 0,45 

……………………………………………………………… 
 k 0,11 0,42 0,06 0,41 

 
 2  [3].  

, , 2 (  
).  

 95% , ,  
, . 

 ( , )  1 
 n=169.  1-  « »,  - 

 « ».  .   
,  

 [4].  
,  

» 
 

sn= 0,002, 

 
 w 0,07 -  « » ( .  2). 

 
 

w +t0,95·sn  0,108, 
 

 t0,95 1,96 –  n-1=168 
,  –  

 
w - t0,95·sn  0,032. 

 
 95%  p ,  ,  2  

 « 1»,  (0,032; 0,108). 
 95% ,  

. 
2 - ,  [5] 

 

    (1) 

 
 r – ,  (  - ,  r=4);  

pi –  .  ,  ,  
,  i-  (i=1,2,3,4).  

, ,  ( .  3); 
i –   (  -  ,   

,  i-  -  1); 
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n –  (  n ,   
 -  1). 

 
 3.  

. 
 

  
 

  
 

 
 

1 0,032 0,108 
2 0,365 0,515 
3 0,010 0,070 
4 0,375 0,525 

 
 

,  ( ) 
,  2  

. 
,  

 2  
.  pi ,  

 ( , ), 
 2  (1) ,  

 1- . ,  
. ,  

,  .   
, , ,  

.   
, . 

, ,  
. ,  
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 RAD 

Studio XE6. , , 
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 Excel,   
. 

 (  
),  (  - )   
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,  -  (  
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 004.428.4 
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 3D  HELIX 
TOOLKIT  EMGU CV 

 
., ., .  3D  

Helix  Toolkit   Emgu  CV.  ,  
 Helix Toolkit ,  

Emgu CV  3D  
. 

: 3D , , Helix Toolkit, Emgu CV, C#, .NET Framework, web- . 
 

., ., .  3D  
 Helix  Toolkit   Emgu  CV. , 

 Helix Toolkit , -
 Emgu CV  3D  

. 
: 3D , , Helix Toolkit, Emgu CV, C#, .NET Framework, web- . 

 
Yashchuk ., Savaryn P.V., Korniychuk N.I. The system for visualization and viewing of 3D models based on 

the Helix Toolkit and Emgu CV libraries. The development and research of efficiency of the computer system, which allows 
visualizing 3D object models using the Helix Toolkit library, recognizing the user's face using the webcam and library Emgu CV 
and adapt the display of 3D models on the computer screen depending on the position of the person in real time mode. 

Key words: 3D model, pattern recognition, Helix Toolkit, Emgu CV, C#, .NET Framework, webcam. 
 

.   
,   ,  

, .  3D  
.  

 3D  ,  .   
. 

 web- ,  
,  3D ,  

 3D  ,   
.  

.  
.  

 (Viola and Jones) [1]  
.   (Robert Kooima) [2]  

, . 
.  

 3D  
 

 Helix Toolkit  Emgu CV. 
.  

 Visual 
Studio 2013  C#.  3D  

 Helix Toolkit. 
 3D : .stl  .obj,  

 Helix  Toolkit.   
 FitSize(): 

 
void FitSize(int k) 
        { 

double maxBound = Math.Max(Math.Max(                    
device3D.Transform.TransformBounds(device3D.Content.Bounds).SizeX
,                     
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device3D.Transform.TransformBounds(device3D.Content.Bounds).SizeY
), 
device3D.Transform.TransformBounds(device3D.Content.Bounds).SizeZ

); 
            double scaleCoefficient = 100 / maxBound; 
            var size = new Vector3D(scaleCoefficient, scaleCoefficient, 
scaleCoefficient); 
            var matrix = device3D.Transform.Value; 
            matrix.Scale(size); 
            device3D.Transform = new MatrixTransform3D(matrix); 
            device3D.Transform.TransformBounds(device3D.Content.Bounds); 
            viewPort3d.Camera.Position = new Point3D(k, 0, 0); 
            viewPort3d.Camera.LookDirection = new Vector3D(-k, 0, 0); 
            viewPort3d.Camera.UpDirection = new Vector3D(0, 0, 1); 
            viewPort3d.CameraController.CameraTarget = new Point3D(0, 0, 0); 

   } 
 

 Emgu CV  
[1]. : 

 
public static void Detect(IInputArray image, String faceFileName, 
List<Rectangle> faces, out long detectTime) 
        { 
            Stopwatch watch; 
            using (InputArray iaImage = image.GetInputArray()) 
            { 
                    //  
                    using (CascadeClassifier face = new 
CascadeClassifier(faceFileName)) 
                    { 
                        watch = Stopwatch.StartNew(); 
 
                        using (UMat ugray = new UMat()) 
                        { 
                            CvInvoke.CvtColor(image, ugray, 
Emgu.CV.CvEnum.ColorConversion.Bgr2Gray); 
//  
                            CvInvoke.EqualizeHist(ugray, ugray); 
//                     
                            Rectangle[] detectedFaces = 
face.DetectMultiScale( 
                               ugray,1.1,10,new Size(100, 100)); 
                            faces.AddRange(detectedFaces); 
                        } 
                        watch.Stop(); 
                    } 
                detectTime = watch.ElapsedMilliseconds; 
            } 

   } 
 

 3D  x  y  
,  zoom 

).  3D  
FitView()  LookAt()  Helix Toolkit: 
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public void FitView(Vector3D newDirection, Vector3D newUpDirection, 
double animationTime = 0); 

 
public static void LookAt(this ProjectionCamera camera, Point3D target, 

Vector3D newLookDirection, Vector3D newUpDirection, double animationTime); 
 

,  3D ,  x, y  
zoom : 
 
private void Look(double x, double y, double zoom, double k1, double k2) 
{ 
            //  3D  
            viewPort3d.FitView(new 
Vector3D(viewPort3d.Camera.LookDirection.X, -x + k1, y – k2), 
viewPort3d.Camera.UpDirection); 
 
            //  3D  
            if (RotateOnlyCheckBox.IsChecked == false) 
            { 
                viewPort3d.Camera.LookAt(new 
Point3D(viewPort3d.CameraController.CameraTarget.X, x – k1, -y + k2), 
viewPort3d.Camera.LookDirection, viewPort3d.Camera.UpDirection, 0); 
            } 
             
            //  
            viewPort3d.Camera.LookAt(new 
Point3D(viewPort3d.CameraController.CameraTarget.X - zoom, 
viewPort3d.CameraController.CameraTarget.Y, 
viewPort3d.CameraController.CameraTarget.Z), viewPort3d.Camera.LookDirection, 
viewPort3d.Camera.UpDirection, 0); 
} 

 
 k1  k2  3D  

. 
 

.  
: 

 
Matrix m; 

        //  
        void shiftBackground(double x1, double y1, double zoom1) 
        { 
            m = new Matrix(); 
            m.Translate(x1, y1); 
            m.Scale(zoom1, zoom1); 
            viewPort3d.Background.RelativeTransform = new MatrixTransform(m);  

   } 
 

 x1, y1  zoom1  x, y  zoom,  
. 

 look()  shiftBackground()  
web- . 

 3D  
 [3]: 
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,    (1) 
 

  – . t; 
n –  (  

); 
 – . 

, 
, . 

 n=5  
 ( .1). 

 Intel  HD  Graphics  
4600,  1280 720px  3D 

 29 ,  – 62  
. .2. 

 

 
 
.1.  X  5 
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. 2.  3D  3D ,  
 

 
: 

  3D ,  
.  

,   3D ,  
; 

  web- ,  
, .  web-

. 
 .  web-  

 
. 

  – ,  
, .  

, ,  
. 

 
.  3D ,  

 .NET framework.  
Helix Toolkit.   

,  3D  
 3D .  

 Emgu CV ,  web- .  
,  

,  3D  
. 
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. 

: , ,  
 

 
Hadaj A.V. Determination of inactive pulsating power in an electrical network in asymmetric non-sinusoidal 

mode. The article analyzes the possibility of determining the inactive pulsating power in asymmetrical non-sinusoidal modes of 
three-phase systems with earthed neutral. It is shown that includes the inactive pulsating power components due to the 
asymmetry and non-sinusoidal, respectively, characterized by conventional reverse power sequencing and power distortion. 
Expressions power distortion by the complex and integrated forms of recording.  

Keywords: electrical networks, asymmetric sinusoidal mode, the definition of the inactive pulsating power.  
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Hrytsiuk .V., Hrytsiuk I.V., Haday A.V. Determination of losses and compensation of reactive power in busbars 

(current cables). In article mathematical models of calculation of compensation of reactive power in busbars and current cables 
to 1000 V for different cases of they use are represented. 
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a = Q ?

a=(R i=const?)

a

1

2

1

R 1

i = 2 .. n

R i = R 1

2

i = 1 .. n

R i

i = 1 .. n

Qj i

i = 1 .. n

m = i .. n

Qi i = Qi i + Qi mQi i = Qi i - Q

1-2

a = Q ?

 
 
. 5.  ( )  
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. 5 ( ) 
 

,  minP : 
 

min .P ,                                                               (9) 
 

.P  -   
, , ,  

, ; 
.P  -  

, , ,  
, . 

 .P  
 :   

     
Q
Q

 ,                                                                    (10) 

 
 Q  - , , ;  

Q  - , . 
 

.  
   (  2).  

 minP , 
 minP .  

 (  
)  

.  (2.8)  
: 

 
n

2

i=1
0 p n

2
i

i=1

(Q -Q )

L L

Q

,                                                          (11) 
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 iQ  - , . 

Q  - , , ; 
 

  (1.9) : 

 

n
2

i i
i=1

0 p n
2
i i

i=1

(Q -Q ) R

L L

Q R

,                                                       (12) 

 
 iR  - , . 

  (11), (12)  
:  
 

n
2

i
i=1

0 p n
2
i

i=1

(Q -Q )

L L +L

Q

,                                                        (13) 

n
2

i i
i=1

0 p n
2
i i

i=1

(Q -Q ) R

L L +L

Q R

,                                                    (14) 

 
  (13), (14)  

 ( ) . 
 

)  (13) – (14)  1. 
 

 1.  
)  

 

 
 

 
 ( )  

Q, 
 

Q , 
 

L , 
 

L , 
 

L , 
 

L  , 
 

 
 

1 500 400 10 100 50 60 5 , 6  ( .2) 
2 500 400 200 100 50 250 5 , 6  ( .3) 
3 500 400 50 100 56 106 6 , 7  ( .3) 

   
 2, 3  1 ,  

) ,  
.  

 
 –  – , .  

 
 ( )   “Turbo 

Pas al 7.0”    (13), (14)   6.  
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 [ ] / . – 

 17  2002 .  19). 
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G. . Dymova. Investigation of the sensitivity and stability of models of dynamic systems. In solving the problem of 

factorization of the correlation function of the output processes of a system, was determined a matrix of coefficients of the model 
of processes occurring in the system whose elements have errors because as obtained experimentally. Therefore, the real matrix 
of the system includes a calculation matrix, accurate system characteristics and noise level. The stability problem of a dynamic 
system model is determined by the structure of this matrix, its rank, type and multiplicity of the roots of the characteristic 
polynomial. Three approaches to solving the problem of stability of the dynamic systems model and the question of the 
sensitivity of these systems with perturbations of the basic parameters are considered. 

Keywords: model, vector, estimation, control, sensitivity, stability, perturbation, matrix, eigenvalue, 
independence, normalization. 
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 [1, 2]: 
 

)()()()()( ttttt nmDxAx , (1) 
 

 A(t) – , ; 
D(t) – ; 

)(tx  – ; 
)(tm  – ; 
)(tn  – . 

 A(t)  
 [2],  )(tm  [3]  

,  )(tn  – ,  
. 

. 
 

. ,  
 A(t) .  
 A(t),  

, ,  [2]. 
,  

  aij  A(t),    .  
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: A(t) –  
  –  A  (A(t) + ).  

 : 
 

|eij|  . (2) 
 

 
 A(t)  (A(t) + )  
 A(t)   (A(t) + ),  

 (A + ),   (2).   
  

 
Ax = x (3) 

 
 n  n .  (3)  

 
(A – I)x = 0, (4) 

 
  – (n  n) . 

  (4)  x = 0.  
,  (A – I) ,  

 
det (A – I) = 0, (5) 

 
 (5)  ,  

 
a0 + a1  + … + an-1  

n-1 + (-1)n n = 0 (6) 
 

– .  
 n ,   

,  n [3, 4, 5].  
.   .  
 (A – I)   (n-1),  ,   

 (4).   –  (4),  kx –  k. 
,  (A – I)  n-1, ,  ,  

, .  
: 

)  ; 
)  ; 
)  . 

) ) – , . 
 (1-6)  .  
: 

 

).(0

;;
;0)det(;

jij
T
i

T
i

T
iiii

T

TT

yx

yAyyyA
IAyyA

, (7) 

 
, ,   j , )( j

T
i yx  

. ,  
 

i
T
jj

T
i xyyx , (8) 
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i
T
jj

T
i xyyx . (9) 

 
  – , ,   

 
0x , (10) 

 
 . 

 (1)  
 , ,  

 [1, 4, 5, 
6, 7]. 

 (1): 
1)  [5]; 
2) ,  –  [8, 

9]; 
3)  [4]. 

  
,   (A + ).  

 – ;  
 A  (A + ),  1: 

   
  

 

ij
iji ar ||  (11) 

. 
,   ,   = 

.   ( )  r  : 
 

),...,,1,,...,,( 1121 nrr
T xxxxxx ,  

 
 |xi|  1, i  r. 

: 
1) 

r

n

j
jrj xxa

1
 (12) 

 
2) 

rj
rj

rj
jrj

rj
jrjrj axaxaa ||||||||  (13) 

 
 . 

 2  [4].    1  ,   
  .  

,  (A + )  
   ri   0  1   = 1.  

,   .  
 (A +  

), .  ,  
 [3, 4, 6, 10]  A  (A + ) .   

,  ( -1 ) = diag ( ),   
xi,  -1  T

jy . 
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 ||x||2 = ||y||2 = 1 [4, 11] (|| ||2 –  )    
    -1  

 

i
T
i sy / , (14) 

 
 i

T
ii xys  i = (1, 2, …, n). 
 

 

nnnnnnn

n

n

sss

sss
sss

///

///
///

diag)(

21

22222221

11112111

1 HEAH . (15) 

 
 1  ,   

iii s/  
ij

iij s |/| ,  j
T
iij Exy ,  ||E||2  n,  

 
njijij

T
iij 222222

xyEEExyExy . (16) 
 

  
 

)()()()( iii xxEA  (17) 
 

 ( )  ( ) , ,  
  (17) [5].  ,   

 
...)( 2

21 kkii , (18) 
 

 
 

1)( kii  (19) 
 

  
 

1

11
1 s

k
i

T
i

i
T
i

xy
Exy ; (20) 

 
 (16)  

 

i
i

nk
s

. (21) 

 
   k1  

 si. 
,  

 A – (  A + )  (  
 – ).  (A + ),  

 (11)  (A + ). 
 A  (A + )  

: ,  
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 [11, 12, 13, 14].  
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1. .  /  – .: , 1971. – 472 . 
2. .  / . , . , 

.  –  1 (44) - 2012, . 292-302. 
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Laktionov A.I. The essence and structure of the concept of "information technology" open mixed system. The 

theoretical and methodological foundations of the structure of the concept of "information technology" are considered in terms of 
ensuring the functioning of an open mixed system  "Operator – Machine – Computer numerical control"  

Keywords. Information technology, open mixed system, "Operator – Machine – Computer numerical control". 
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Nataliia Lishchyna, Valeriy Lishchyn . Some aspects of teaching the discipline "Investigation of operations" for 

bachelors of specialty "Computer Science". The article report deals with the problems of professional training of future 
programmers in the context of studying the disciplines of the fundamental cycle. The main topics and tasks of the course 
"Exploration of operations" are described. The role of knowledge and skills in the research of operations in the preparation of a 
specialist in computer sciences is determined. 

Keywords: professional training, computer science, operations research, optimization tasks, optimal solution. 
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.  

 P  (i)>  0   W  (i)>  0  —   i- ,   i  =  1,2,3,  ..,  N  ,  
 N — .  

 X  N ,   
X (i) = 1,  i ;  
X (i) = 0,  i ;  

 P  (i)  X  (i)    W  (i)  X  (i)   
C,  C > 0 — .  

,  
, .   

  .  
INPUT : / /   

 ( )  W    P  W (1… N) > 
0  P (1… N) > 0,   N  C > 0 — .  

OUTPUT: / /   
 S  

.  
START / /   

 1 / /   
:  

P  (1)  /  W (1)>  =  P  (2)  /  W (2)>  =  ...>  =  P  (i)  /  W (i)>  =  ...>  =  P  (N  )  /  W (N),    P  (i)  >  0  
 i , W (i) > 0  i.  

  
W_min = min (W)  

 2 / /   
 LP  (W_min… )   

 LCr  (W_min… ). 
 LP  LCr .  

LP( W(1) )  = P(1) 
LCr( W(1) ) = 1,  

 P (1)  W (1) .  
 3 / /   

FOR i = 2 TO N  // ,    
 W (i)  P (i) .  

 Clone  (W_min… ) .  
 Clone  

Clone( W(i) ) = P(i) 
 Clone  LP  P (i)   

 W  (i),   Clone   
 C.  

FOR j = W_min TO ( C - W(i) )   
IF LP(j) >0 THEN 
Clone( j + W(i) ) = LP(j) + P(i)  
END IF 
NEXT //   

 LP , LCr  Clone .  
 LP , LCr  Clone  LP .  
FOR j = W_min TO C   
IF Clone( j ) >0 AND Clone( j ) > LP( j ) THEN 
LP( j ) = Clone( j )  
LCr( j ) = i 
END IF 
NEXT  //  LP, LCr   
NEXT  //   

 4 / / ,   
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 S .  
 LP  Pmax = MAX (LP) ,  

 . ,  
 Wr ,  LP (Wr) = Pmax .  

//   
UNTIL Wr > 0 //  Wr = 0,   
LCr( Wr ) --> S   //   
//  
Wr = Wr - W( LCr( Wr ) )   
NEXT //   
FINISH / / . 
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: ,  
 ( ), ,  

, .  
: ,  

.  ( , )  
 — .  

, .  any-
time , ,  

. 
 (  

)  
.  

,  
.   

 
Microsoft  Excel   7.0  .    ,  ,  ,   

 ( ) . 
.  

 Microsoft Excel.  
, .  

 
.  

 MathCAD.  
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Marchenko O.I., Lyman D.M. Modified brute force algorithm for determining trees correspondence. The proposed 

method allows quicker determining the complete or partial correspondence between two trees compared to brute force method. 
Presented method is a modification of brute force method. It uses additional structures to determine the possibilities of early 
termination of the current comparison iteration when discrepancy between trees detected. The method produces sets of vertices and 
edges with partial or full trees correspondence. 

 Keywords: graph, tree, isomorphic, tree congruence, NP task.  
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,  Salami, . 
 
Matiko F.D., Roman V.I. The influence of the spatial arrangement of the ultrasonic flowmeter on the accuracy of 

the measurement of the distorted flow. In the article, based on the Salami analytic-empirical functions of the velocity of 
distorted flows, developed a generalized methodology for studying the additional error of measuring the flow rate of ultrasonic 
flowmeters with different types of layouts of acoustic paths. It has been established that the spatial arrangement of the ultrasonic 
flowmeter relative to the horizontal plane may lead to an excess of the standard allowable limits of the additional error of 
measuring the flow rate due to distortion of the flow structure even for flowmeters with a large number of acoustic paths. 

Key words: ultrasonic flowmeter, additional error, flow structure, velocity profile, Salami function, acoustic path. 
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 – ; x –  
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x(N=3)=[0,7071 0  -0,7071]*R; 
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Piatykop O., Golodov D. Segmentation of grinding balls in the image. The work is devoted to the problems of 

segmentation in conditions of real industrial computer vision systems. The article provides an overview of the main methods for 
segmenting objects on a digital image and analysis of the latest achievements The results shows of the selection of parameters for 
or the transformation of the color system. 

Keywords: image processing, segmentation, sphere, transformation in the HSV color space. 
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 MATLAB  HSV  

 
. ,  HSV  

 RGB.  3. 
 

 
) Masked Red Image ) Masked Green Image ) Masked Blue Image 

 

 
) Hue Mask ) Saturation Mask ) Value Mask 

. 3.  
 

 HSV (  HSB) – , :  
  (Hue),  0-360°,  –  0-100  0-1; 
  (Saturation),  0-100  0-1. ,  

» , .  
, ; 

  (Value),  (Brightness),  0-100  0-1. 
 HSV  

. ,  V,  
.  1.  

 
 1 –  V 

 V     
0.75 501 485 3.3% 
0.8 495 485 2.1% 

0.85 490 485 1.0% 
0.9 484 485 0.2% 

0.95 472 485 2.7% 
1 468 485 3.5% 

 
,  

, .  
 (GaussianBlur)  
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Polishchuk M.M. Mathematical modeling of the technological process of grinding. In the article on the basis of the 

model of the mechanics of a deformable solid, the process of crushing the pieces of sapropel of a rectangular shape is investigaed. 
Obtained as a result of simulation using the method of integral transformations. Numerical study of strain-deformed retention in 
sapropel lobes is conducted, depending on the loading speed and geometric parameters. The spatial-temporal distribution of the 
main tangential voltage, which decisively influences the process of destruction and the degree of grinding, is found. 

Keywords. Load, crushing theory, simulation, impact load, integral transformation, main tangential voltage 
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O. I. Pronina Modeling of fuzzy output for the selection of the optimal individual city trip. The article presents the 

stages of constructing a fuzzy inference system for choosing the optimal trip. The input linguistic variables necessary for 
constructing a system of fuzzy inference are described. Production rules for the system of fuzzy inference have been formed. The 
results of simulation of fuzzy inference in Matlab are shown. 
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 1.  1 
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SSU ),b,a;x(SSU  0,052 2 0,35 0,25 0.5 

HSU ),b,a;x(HSU  0,047 2 0,63 0,5 0,75 

VSU ),a;x(VSU  50 - 0,8 0,75 1 
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SUCCESSFUL STARTUPS: HOW TO TEACH STUDENTS 
 

Olena Sivakovs’ka. Successful startups: how to teach students. The article considers the features of startups teaching. 
There have been proposed implementation opportunities of information and innovation technologies into the learning process for 
Master’s degree in Project Management. Unconventional ways in Startup Project Management have been showed too.  
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Introduction to research problem. When students are interested in business, in new ideas and 

want to have a good job, startup lecturer can help them. However, operating a startup has some key 
advantages that those big businesses simply aren’t able to touch. Knowing these advantages, and playing 
to them, will help students’ startup remain strong even in the face of decades-experienced, national-level 
competitors.  But  working for  a  startup can involve a  lot  of  risk,  that’s  no secret;  according to the Wall  
Street Journal, three out of every four startups fail. But that doesn’t mean taking a job with a startup – 
even one that ultimately fails – won’t allow students to gain valuable experience and skills to add to their 
resume. 

Research analysis. The problems of startups development are practiced by Oksana Borysenko (co-
founder of  “Enable Talk”, Ukraine), Matt Aimonetti (software developer, co-founder of “Splice”, USA), 
Rafis Abazov (researcher of Al Farabi Kazakh National University), Lisa Chesser (researcher of Florida 
International University). These people work hardly for the development of startup projects in the world. 
There are many companies, businessmen, manufacturer and investors, who are really interested in 
Startups today. Now many universities in our country introduce the discipline “Startup Project 
Management” in their educational programs too.  

Presentation of the basic material and substantiation of results. The introduction of new 
educational strategies of  methodological support increases not only the effectiveness of the process for 
preparing the student as a specialist, but also it  influences the development of the teacher competencies, 
the achievement of modern awareness and the using of innovative educational technologies. The 
dynamics of the development and application of information and communication technologies is a 
reflection of the need to increase the level of teaching and the use of technical means for instruction to 
create a training channel between the teacher and students through telecommunications networks, and the 
create a virtual educational environment [1]. 

Now the world is more difficult, there are so much information and innovation technologies, and 
students of 21 century are cleverer and more adroit. So, the teaching of startup projects is very important 
today. With the help of this, our students can show their intelligence, their ingenuity and their uniqueness. 
Many universities around the world encourage business ideas from students and provide all kinds of 
support (often free) to student-led start-ups. This is a unique opportunity for innovative and forward-
thinking students to set up their own start-ups—with the dream of coming up with a new Google, 
Facebook or Apple! It is pity, the majority of universities in our country can’t do it. That’s why students 
must find some investors, companies and etc., if they really have new and important ideas. 

Recently, start-ups have become a kind of profession. Of course, this is not entrepreneurship in its 
pure form, because entrepreneurship implies the existence of some finished business model: you need a 
clear financial plan that allows you to understand the recoupment of your idea; understand when and what 
resources are needed to implement them, and so on. When creating a business, we plan our future well 
enough. A startup is a venture history: the task is not to build a profitable business, it demonstrates the 
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exponential growth of a certain set of metrics. If you earn with the help of startups – it's great, if not, it's 
not confoundedly. 

So  the  task  of  the  teacher  is  to  help  each  student  understands  all  aspects  of  this  discipline.  All  
students must be able to create new ideas, form own mind, differentiate advantages and disadvantages 
startup projects and at last they must be good “businessmen” and orators.  

Teaching students about startups and small business inside the auditory room not only meets any 
set of standards, it prepares them for life. Students learn about brainstorming ideas, setting goals, 
budgeting, and indulging their individuality while still learning to cooperate with others. 

On top of that, with the job market constantly fluctuating and the dismal outlook portrayed by the 
news, it’s even more crucial to teach students about business. How teachers do this really just depends on 
their own individual personalities and preferences. However, this is the one time when a student should 
choose something they like first then the teacher can act as a guide [2].  

Therefore I can propose some approaches that can be used in startups teaching. 
There are: success stories,  business letter, business plan, risks and benefits, types of businesses, 

auditory jobs vs. entrepreneurship, “the million-dollar question”, make money, budgeting, banking, 
spending money, turning a profit, balance checking accounts, supply and demand, observe consumer 
behavior, inventions, known information,  the history of business, currency exchange, clubs, online 
stores, evaluate, project runway, advertising agency.  

Let consider advantages of each approach.  
Success stories. The teacher must  read success stories with students. This can range from news or 

feature stories to historical pieces. One such story about Sarah Breedlove Walker introduces students to 
“a rags to riches” journey of one of the wealthiest black women in the 1900s. If teachers compare that 
with a story of Oprah Winfrey and her millionaire status, students will learn and find great inspiration for 
building a business from the bottom up [3]. 

Business letter. A teacher must teach students to write business letter correctly. A student might 
write a business letter to solicit interest from investors or possible consumers. The point being that the 
student should present the value of the business on several levels through formal language. 

Business plan. Without a plan, anyone can lose his or her focus on a goal. If students write a 
business plan, they’ll get a solid understanding of what it takes to start their own business. The teacher 
must explain how write this plane (explain all steps of the plan, all aspects and etc.). 

Risks and benefits. Along the way, students should weigh the risks and benefits of whatever 
business venture they choose. The teacher can use tool, “The Balancing Act” Activity, as a visual for 
students. With the help of this, the lecturer can visually explain all risks and benefits of startup projects. 

Types of businesses. A teacher must take students from start to finish through a business model. A 
lecturer can give them a specific type of business to focus on, delving into the ins and outs of making this 
business work. For instance, if students were to focus on different startups, they could start 
with https://startup.ua/.  But  if  a  student  want  to  use  this  site,  he  must  registrate  there.  The  lecturer  can  
show students the differences and similarities while providing them with invaluable details about starting 
and maintaining a successful business. 

Auditory jobs vs. entrepreneurship. During  the  startup’s  lecture,  a  lecturer  can  create  a  sense  of  
responsibility by giving each student a job and add a twist. First he must assign jobs such as white board 
cleaner, agenda and date manager, art director, and so forth. Assigning more important names to jobs 
works really well with older students. Then a teacher can listen to complaints and allow them to switch 
out jobs for a couple of week. Ultimately he needs to ask a series of questions to get them thinking. For e. 
g.: Would you be happy doing this when you’re out of our university? How could you turn one of these 
skills learned into a business of your own? Or, do you prefer working for someone else? What are the 
benefits? What are the drawbacks? All of this will help them understand responsibility and decide what 
route works best for them. 

“The million-dollar question”. Simply the teacher can ask a question: Do you want to be a 
millionaire? Then, he can ask some more questions and help guide students through an engaging lesson 
full of percentages, decimals, data analysis, number sense, solving equations, and problem solving. This 
lesson requires small stories and flexibility so keep that in mind when approaching any obstacles [3].  

Make money. Starting a business may begin with an idea or a desire for independence but no 
business moves forward without money. That old adage, which seems obvious to an adult, “You gotta 
have money to make money,” isn’t so apparent to a kid. So while teaching them the facts of dollars and 
cents for any grade level, instill this concept into them and have them list possible sources of funds [3]. 
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Budgeting. Then the lecturer must ask the practical question of “How much money will you need?” 
Depending on the business type, students need to decide how much money they’ll need by creating a 
budget. 

Banking. A teacher can ask, “How will you get that money?” But the lecturer must help them to 
answer through their own personalized lesson or by sending them to the bank. Now a teacher has students 
learning about borrowing money from the bank. Teachers can take many avenues to get to the point 
where students borrow the money. Along the way, there are more than enough learning opportunities, 
from learning about interest on loans to problem solving. Teachers can also find ideas to carry into higher 
grade levels. 

Spending money. One of the single most serious aspects of dealing with money involves spending 
it. Students need a heavy dose of reality when it comes to simpler consumer spending. Some sites do a 
great job at conveying the importance of this with facts and information. Startups’ teacher can use special 
site to teach students how to spend wisely and carefully. 

Turning a profit. Exemplifying  what  turning  a  profit  means  to  a  group  of  students  seems  simple  
enough, but it’s challenging. If students haven’t even had a job, how can they possibly grasp the reality of 
turning a profit from a small business start-up? Well, that’s what teachers are for and that’s why teachers 
have great resources such as www.richkidsmartkid.com Video games help teachers introduce ideas and 
lessons broken into grade levels help teachers cement some important concepts including the idea of 
making a profit [4]. 

Balance checking accounts. Many people find balancing a personal checking account difficult not 
because it’s a difficult concept, but because there are so many bills to pay. Taking some time to show and 
discuss paying bills and balancing accounts helps students with basic level of responsibility. The mint 
offers simple, digital lessons. 

Supply and demand. Many students like video games. Is a great tool that will challenge students to 
build a small business and turn it into an empire. There is many videogames that help to create a new 
business virtually in the Internet. By introducing students to the idea of creating a trade company, it 
provides them with important lessons in supply and demand. 

Observe consumer behavior. A lecturer can conduct an experiment with consumer behavior. He 
must introduce students to the stock market and link that with checking the news. But, more importantly, 
have students observe their own and their family and friends’ consumer behavior. That will make this so 
much more interesting. Then, students must come up with economically effective ways to solve or 
enhance some of the behaviors they’ve observed. 

Inventions. Inventions and business should go together. That’s why young inventors need exposure 
to the business world. The teacher must start by questioning them: “How will this invention affect the 
world around you? How should it be marketed? How can the inventor hold on to a majority of the 
profits?” A startup researcher can show them the reality, that most inventors retain only 1% of profits. 
That’s why learning about business is so vital to students’ success. 

Known information. In any project, there is a stage when you need to sit down and digest all 
information you’ve collected, all contacts you’ve approached and all opportunities you’ve explored. This 
is a very important stage when start-up hopefuls have not only to do the SWOT analysis (assessing 
Strength, Weaknesses, Opportunities and Threats) but also to decide where and how to move forward. At 
this stage it’s also important to digest the wealth of information you’ve collected into a good presentation 
for yourself and for all your friends, stakeholders and sponsors to get their feedback, comments and 
suggestions [5]. 

This  is  a  stage  when  it  is  also  essential  to  ask  yourself  honestly:  is  this  project  good  enough  for  
upscaling and moving forward as a serious once-a-lifetime opportunity? Or, is it a nice student-scale 
project which has provided experience and expertise in start-ups and satisfying your own ambitions, but 
not enough to become a large breakthrough innovative product?  

Overall, it is important to remember that in building the first start-up it is equally important to build  
first team of friends and classmates. This combination – brainstorming and working up on students’  idea 
and building a team for this and many other projects – will help them to be successful in creating start-ups 
and developing innovative ideas. 

The history of business. A teacher must compare students the various types of economic systems 
over time. This will help them understand where money came from and why. It will also help them 
understand how the credit card has changed the way they understand value, often disregarding the prices 
of various products and services. 
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Currency exchange.  A startup researcher can ask students choose parts of the world where they 
think their product would sell or their business would thrive. Then, he can ask them determine exchange 
rates. They might want to stick to one continent, but it’s always more interesting when they choose. 
Students will not only learn by using world maps but also begin to understand the value of money across 
continents.  

Clubs. Various types of clubs help students socialize in an environment where they can be 
themselves so why not use the clubs to see the business side of their interests. Clubs often organize events 
or fundraisers to promote themselves so teach them some business skills along the way. 

Online stores. The next step might be to show how students can set up an online shop. Of course 
there’s so much more to business and entrepreneurship than just creating a place to sell the product, but it 
gives them a resource and a starting point for motivation.  

Evaluate. A very important part of the process of start-up development is to realistically evaluate 
how much support students need for thier start-up project. They must  remember a historic fact about the 
importance of comprehensive evaluation for e. g.: in 1976 Stephen Wozniak, an engineering intern at the 
Hewlett-Packard (HP) Company, built a prototype of the first personal computer. However, after a quick 
evaluation HP decided the idea was not worth investing in, and declined to support the project. Thus, 
Stephen Wozniak joined Steve Jobs to create the Apple Corporation – a company which is currently 
about 10 times larger than HP. 

One big mistake that students (and other start-up beginners) make is to focus exclusively on 
monetary support for their projects. Yet, case studies from many countries suggest the importance of 
getting human resource support and technical assistance, such as patent application and registration, and 
for the evaluation of market environment for the innovation [5]. 

Project runway. Creating a competitive environment out of a single project and offering prizes for 
the winners gives students a taste of how difficult following through on a goal can be but also how 
rewarding a win can make they feel. A lecturer can use this to show them how designers start their own 
lines. The website for the show Project Runway has some great clips to show 
students. www.mylifetime.com. 

Advertising agency.  A startup researcher can give the students a chance to create their own 
advertising agency. A teacher must create small groups of three or four students and have them come up 
with campaigns in print and digitally. Depending on the time and extent of lessons, a lecturer can 
challenge them to help come up with unique and campaigns for products they know and love. The teacher 
must make sure they place a value on their work and research how much ad agencies charge for various 
types of work. So the lecturer must compare large ad agencies to the smaller ones. 

At first startup lessons, the teacher can ask such question: What is the common factor between Bill 
Gates, Steve Jobs and Mark Zuckerberg? On the surface the answer is very simple: all of them began their 
iconic projects during their university years and often only with the help of their closest friends. However, 
we have to dig deep inside their way of thinking, brainstorming and creating to understand the “magic 
bullet” of their success. Professors and students at business schools around the world have spent 
thousands of hours to deconstruct the mysteries of their success and to replicate their experience in the 
new environment. 

Many years of experience in working with student start-up projects suggest that the next very 
important step in converting each idea into a workable start-up is to explore funding opportunities to 
finalize the ideas into a viable project and – if possible – into a workable prototype. 

In the rapidly changing and extremely competitive business environment, often it is not enough to 
just show nice presentation slides and calculations on paper, as it might not work even for the most 
brilliant and potentially marketable ideas. A workable prototype will greatly increase students’ chance of 
success, and therefore it is critically important to explore all existing opportunities for support. 

And here the university environment might be able to help. During the last decade, many 
universities have established business incubators and techno-parks as innovation support institutions with 
a single mandate: to support students in various ways to start successful innovation projects and systems 
or to create industry-science linkages. 

For example, a techno-park at Al Farabi KazNU – created in 2011 as an industry-science 
collaboration center for commercialization and technology transfer – currently supports about a dozen 
student projects at once. It also provides space for brainstorming and for writing up business proposals for 
students’ projects and regularly organizes various workshops and seminars for students and faculty about 
various aspects of building start-ups and getting help for most prospective ideas [2]. In fact, at many 
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universities around the world, the financing of innovative entrepreneurs is built around four major 
sources: 1) in-house funds; 2) university-affiliated funds; 3) private alumni funds, and 4) private 
investment-angel funds. 

At last a teacher must show students a sense of their own independence and matching that with 
their  interests  demonstrates  just  how  much  they  can  do  with  all  of  their  skills  and  talents.  A  startup  
researcher must help students learn more about the world they live in and how they interact with it keeps 
them interested and provides them with valuable information critical to their ability to find happiness and 
success in a perpetually changing world. 

Conclusions and Perspectives. Today the startup is that it is based on unique or creative idea and 
we all know that in this world where technology and consumer taste are changing so fast, an unique idea 
can do wonders because there is no limit as far as profit margins are concerned when it comes to startup 
as there is no benchmark against which these startups can be compared and hence they have monopoly 
over the pricing of product because uniqueness does not have any substitutes. Students can have a 
positive experience in the discipline of Start-Up Projects.  They can acquire many useful skills, including 
the skill of public speaking, the ability to work with information and visualize it, conducting interviews, 
the ability to build on the opinions of consumers. Students can learn the culture of discussion, the ability 
to objectively evaluate their ideas, critical thinking. At last I can say most startup jobs won’t pay as well 
as some of the bigger corporate and business jobs. So this discipline will be interesting for students, who 
want be rich, popular and is interested in the creating of new ideas for our country. 
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Tkachuk G.V. Interdisciplinary approach in studying the discipline "Web Application Development 

Technologies". The article describes the possibilities of realizing interdisciplinary connections for forming the technical 
competence of future teachers of computer science in the study of the subject "Technologies of web application development". 
The content and integrated tasks of interdisciplinary nature are proposed, which allow to form technical competencies of 
specialists. 

Keywords: interdisciplinary approach, technical competence, teacher of computer science. 
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, .  
 PHP . 

 PHP .  
, . ,  

: «  22 ,  
 26 ,  ».   PHP  

:  if  ($monitor  >  22  &&  $monitor  <  26)  dobuy();.  ,   
 –  

. 
,  PHP- :  

<?php  
$memory = "USB";  
if ($memory == " USB ")  
echo "  : , , , , 

"; 
?> 

 $memory ( )  USB,  
.  

$memory ,  
. 
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 «?»  
 PHP- : 

<?php  
echo $charge <= 10 ? " !" : " !"; 

?> 
 PHP-  $charge ( ).  

 10  (10%  ),  ,   
, , .  

 
 while.  PHP : 

<?php  
……… 

while ($charge > 10)  
{  

// ...  
echo " !";  

} 
?> 

,  
 « !»,  $charge  

10, ,  10%.  
. ,  – ,  

,  ,   
. :  

$procesor = array(' ', ' ', ' ', ' ', ' ');  
echo $procesor[3]; 

 PHP-  $procesor,  
 – .  echo  

 3 – « ».  
. 

,  
.  PHP  

: 
<?php 
$computer = array ( 
  'procesor' => array( 'frequency' => " ", 'cores' => " "), 
  'ram' => array('amount' => " ", 'type' => " "), 
  'hdd' => array( 'amount' => " ", 'form-factor' => " ")  
); 
echo $computer['procesor']['cores']; 
?> 

 
.  « » ,  

 SQL ,  
. ,  

, . 
 SQL : 
SELECT * FROM hdd  
WHERE interface = 'SATA'; 

 hdd ( )  
,  SATA. 

 1.  hdd  
Product Device Read Write Storage Price Interface 
Segate Enterprise 15K 2.5'' HDD 0.2 0.2 600 200 SAS 
Western Digital 16MB 2.5" HDD 0.16 0.16 4000 230 SATA 

… … … … … … … 
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