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RECOMMENDER SYSTEM BASED ON COLLABORATIVE FILTERING WITH 

MATRIX FACTORIZATION 

Yurchak I., Hryhlevych M. Recommender system based on collaborative filtering. Collaborative filtering is a popular 

technique for providing personalized recommendations in recommender systems. However, the sparsity problem and the accuracy-

diversity tradeoff are major challenges that limit its performance. In this article, we propose a novel approach that combines matrix 

factorization with novelty metrics to improve the accuracy and diversity of recommendations. We evaluate our approach on the 

MovieLens dataset and compare it with several state-of-the-art techniques, including neighborhood-based methods, probabilistic 

models, and hybrid approaches. Our experimental results show that our method is better than other techniques in terms of both 

accuracy and diversity, as measured by precision, recall, and novelty metrics.  

Key words: collaborative filtering, recommender systems, user preferences, similarity measure, cosine similarity, user-

based approach, item-based approach, rating prediction, movie recommendation, Netflix Prize, RMSE, MAE, precision, recall, F1-

score, user engagement, user experience. 

 

Юрчак І.Ю., Григлевич М.І. Рекомендаційна система на основі спільної фільтрації. Спільна фільтрація є 

популярною технікою надання персоналізованих рекомендацій у системах рекомендацій. Одначе проблема розрідженості 

та компромісу між точними та різноманітністю є основними проблемами, які обмежують його продуктивність. У цій статті 

ми пропонуємо новий підхід, який поєдинну матричну факторизацію з новою метрикою для підвищення точності та 

різноманітності рекомендацій. Ми оцінюємо наш підхід на наборі даних MovieLens і порівнюємо його з кількома 

найсучаснішими методами, включаючи методи на основі сусідства, імовірні моделі та гібридні підходи. Наші 

експериментальні результати показують, що наш метод кращий за інші методи, як з точки зору точності, так і 

різноманітності, виміряної показниками точності, запам’ятовування та новини.  

Ключові слова: спільна фільтрація, системи рекомендацій, уподобання користувача, міра подібності, косинусна 

подібність, підхід на основі використовувача, підхід на основі елементів, прогнозування рейтингу, рекомендація фільму, 

Netflix Prize, RMSE, MAE, точність, відкликання, оцінка F1, користувач залучення, досвід користувача. 

 

Recommender systems have become an essential tool for businesses and online platforms to 

improve user engagement and satisfaction by providing personalized recommendations. Collaborative 

filtering is a widely used technique in recommender systems that utilizes the preferences of similar users to 

make recommendations. However, the sparsity problem and the accuracy-diversity tradeoff are major 

challenges that limit the effectiveness of collaborative filtering. To address these challenges, we propose a 

novel approach that combines matrix factorization [1] with novelty metrics to improve the accuracy and 

diversity of recommendations. 

An information filtering system is a software system that is designed to automatically sort and 

categorize information based on a set of predefined criteria. These systems are commonly used to manage 

and filter large volumes of data, such as emails, social media posts and news articles in order to provide 

users with a more relevant and personalized experience. 

Information filtering systems use a variety of techniques to analyze and categorize data. One 

common technique is collaborative filtering, which involves analyzing patterns in the preferences and 

behavior of groups of users in order to make recommendations to individual users. For example, a 

collaborative filtering system used by an online retailer might analyze the purchase histories of all its 

customers to suggest products that a particular user might be interested in buying. 

Another technique used by information filtering systems is content-based filtering, which involves 

analyzing the attributes of the data itself in order to classify it. For example, a content-based filtering system 

used by a news aggregator might analyze the content of articles to classify them by topic, author, or 

sentiment. 

Information filtering systems are used in a wide range of applications, including online advertising, 

e-commerce, and social media. They can help users manage large volumes of information more efficiently 

and provide personalized recommendations and experiences. However, they can also be prone to biases and 

errors, particularly if the data they are analyzing is incomplete or inaccurate. Today educators are full of 

different tasks. Many of these tasks are not related to teaching the material to students, they prevent 

educators from doing what is primarily intended for their work. This web service will take over most of the 
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work, thus relieving the staff of the school, and they in turn will have more time to devote to its students. 

After conducting research, it became known that similar services are not very effective in this regard, 

because their functionality for the most part simply replaces the usual work with electronic, rather than 

simplifying it. 

Purpose of the work.  

The modern trend towards the development of informational Internet sources leads to immensity 

of information perception. Therefore, now all media services and social networks now require more and 

more careful sorting of content for a specific user in order to get more information that is useful or 

interesting to the user in a shorter period of time. 

The purpose of the work is to develop our own recommendation algorithm based on collaborative 

filtering. The article will analyze the existing methods of recommendation and identify their strengths and 

weaknesses. The article will propose solutions to the drawbacks of these systems, in particular, 

collaborative filtering, thereby improving the success rate of the provided recommendations. Also, in the 

course of the work, it is planned to solve the cold start problem by using a combined approach with content-

based filtering. 

Use of collaborative filtering.  

Collaborative filtering is a widely used technique in recommender systems, and it has been applied 

in many popular services across various domains. Here are some examples of how collaborative filtering is 

used in popular services: 

Netflix: Netflix is a popular streaming service that uses collaborative filtering to recommend 

movies and TV shows to its users. The system analyses user behavior, such as what users have watched 

and rated, and uses that data to predict which movies or TV shows they might like. 

Amazon [2]: Amazon uses collaborative filtering to recommend products to its customers based on 

their browsing and purchase history. The system analyses data on user behavior, such as the products they 

have viewed or purchased, and uses that information to recommend similar products that they might be 

interested in. 

Spotify: Spotify is a music streaming service that uses collaborative filtering to recommend songs 

to its users. The system analyses user behavior, such as what songs they have listened to and liked, and uses 

that data to recommend similar songs that they might enjoy. 

YouTube: YouTube uses collaborative filtering to recommend videos to its users. The system 

analyses data on user behavior, such as the videos they have watched and liked, and uses that information 

to recommend similar videos that they might be interested in. 

LinkedIn: LinkedIn uses collaborative filtering to recommend jobs, connections, and content to its 

users. The system analyses data on user behavior, such as the jobs they have viewed or applied for, and 

uses that information to recommend similar jobs or content that they might be interested in. 

These are just a few examples of how collaborative filtering is used in popular services to improve 

the user experience and increase user engagement. 

Comparison of subclasses of information filtering.  

There are several subclasses of information filtering systems, each of which has its own unique 

approach and methods for sorting and categorizing data. Here are some of the most common subclasses: 

Collaborative filtering systems: These systems use data from the preferences and behavior of 

groups of users to make recommendations to individual users. There are two types of collaborative filtering: 

user-based, which recommends items based on the preferences of users with similar interests; and item-

based [3], which recommends items that are similar to items the user has already rated or viewed (Fig. 1). 

 

 
Fig. 1.  Collaborative filtering. 
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Content-based filtering systems: These systems analyze the attributes of the data itself, such as 

keywords, categories, or metadata, to classify it (Fig. 2). This approach is commonly used in 

recommendation systems for news articles, music [4], and video. 

 

 
Fig. 2.  Content-based filtering. 

Demographic filtering systems: These systems use information like age, gender, where people live, 

or how much money they make to sort and make content that fits each person better (Fig. 3). 

 

 
Fig. 3.  Demographic filtering. 

 

Knowledge-based filtering systems: These systems use a set of predefined rules or knowledge about 

the domain to filter and classify data (Fig. 4). This approach is commonly used in expert systems, which 

are designed to provide recommendations or advice in specialized domains, such as medicine or finance. 

 

 
Fig. 4.  Knowledge-based filtering. 

 

Hybrid filtering systems: These systems combine two or more filtering techniques to improve the 

accuracy and relevance of recommendations. For example, a hybrid system can recommend items that are 
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popular among users with similar interests using collaborative filtering, and recommend items that are 

similar to items the user has already rated or viewed using content-based filtering. 

Each of these subclasses has its own strengths and weaknesses, and the best approach depends on 

the specific application and the type of data being analyzed. 

Here's a brief comparison of the subclasses of information filtering systems (Tab. 1): 

 

Tab. 1. Comparing filtering system types. 

Filtering system Advantages Disadvantages 

Collaborative  These systems are effective 

for making personalized 

recommendations based on the 

preferences and behavior of other 

users. They can work well when 

there is a large dataset of user 

behavior and when users' interests 

are similar. 

Collaborative filtering 

can be limited by the "cold start" 

problem, where new users or 

items with no history of 

interaction are difficult to 

recommend for. 

Content-based  These systems are effective 

for recommending items that are 

similar to what a user has already 

expressed interest in, and for 

providing serendipitous discovery 

of new content. They can work well 

when the items being recommended 

have well-defined attributes, such as 

metadata, categories, or tags. 

Content-based filtering 

can struggle when there is not 

enough information to describe 

an item accurately or when the 

user's interests change. 

Demographic  These systems are effective 

for customizing content for specific 

groups of users based on their 

demographics. They can work well 

when the content being 

recommended is tied to specific 

demographics, such as age or 

location. 

Demographic filtering 

can be limited by the fact that 

people within the same 

demographic group can have 

diverse interests. 

Knowledge-based  These systems are effective 

for providing recommendations in 

specialized domains, where there is 

a large amount of domain-specific 

knowledge available. They can 

work well when the rules or 

knowledge are well-defined and the 

system can accurately classify data. 

Knowledge-based 

filtering can struggle when new 

or complex data is encountered, 

or when the system is not able to 

capture all relevant domain 

knowledge. 

. 

Hybrid  These systems can provide a 

more accurate and comprehensive 

approach to recommendation by 

combining the strengths of different 

filtering techniques. Hybrid filtering 

can work well when there is a large 

amount of data available and the 

strengths of the different techniques 

complement each other. 

Hybrid filtering can also 

be more complex to implement 

and may require more 

computational resources. 

 

Overall, the choice of information filtering system will depend on the specific application, the type 

of data being analyzed, and the goals of the system. It is common for real-world systems to use a 

combination of different filtering techniques to achieve the best results. 

Collaborative filtering can be a good choice for building a recommender system for several reasons: 
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Personalization: Collaborative filtering is designed to provide personalized recommendations to 

individual users based on the preferences and behavior of other users. This can be particularly effective 

when there is a large dataset of user behavior and when users' interests are similar. 

No need for item metadata: Unlike content-based filtering, which relies on the analysis of item 

attributes, collaborative filtering does not require metadata about the items being recommended. This can 

be useful when the items are difficult to describe or when there is no metadata available. 

Serendipitous discovery: Collaborative filtering can also provide serendipitous discovery of new 

items that a user may not have discovered on their own. This is because collaborative filtering can 

recommend items that are popular among users with similar interests, even if the user has not previously 

interacted with those items. 

Scalability: Collaborative filtering can be very scalable, as it can be applied to large datasets of user 

behavior. With appropriate optimization techniques, it can be implemented on large data in near real-time. 

However, there are some limitation for collaborative filtering. One of the main challenges is the 

cold-start problem, where new users or items with no history of interaction are difficult to recommend for. 

Additionally, collaborative filtering can be limited by the sparsity of the user-item interaction matrix, where 

the number of items in a dataset may far exceed the number of items that any one user has interacted with. 

In general, the choice of recommendation algorithm will depend on the specific use case and the 

properties of the dataset. Collaborative filtering can be an effective choice [5] for building a personalized 

recommender system when there is a large dataset of user behavior and when users' interests are similar. 

Evaluation metrics.  

Precision, recall, and novelty are commonly used metrics to evaluate the recommender system 

performance [6]. Here is a brief description of the process for calculating these metrics: 

Precision: Precision measures the ratio of relevant items to others recommended by the system. To 

calculate precision, we divide the number of relevant recommended items by the total number of 

recommended items. For example, if the system recommends 10 items and 6 of them are relevant, the 

precision would be 0.6. 

Recall: Recall measures the ratio of relevant items that are recommended by the system out of all 

the relevant items. To calculate recall, we divide the number of relevant recommended items by the total 

number of relevant items. For example, if there are 20 relevant items and the system recommends 12 of 

them, the recall would be 0.6. 

Novelty: Novelty measures the degree to which the recommended items have never been known to 

the user. To calculate novelty, we can use various methods such as calculating the entropy of the 

recommended items' genres or measuring the average popularity of the recommended items. Higher novelty 

scores indicate that the recommended items are more unique and diverse. 

To calculate precision, recall, and novelty, we need to have a dataset with known user preferences 

and recommendations. This data is typically split into training and testing sets, with the training set used to 

train the recommender system and the testing set used to check its performance. The performance metrics 

can then be calculated using the predicted ratings and the actual ratings in the testing set [7]. These metrics 

can be used to fine-tune the recommender system and improve its accuracy and relevance to the users. 

Improving collaborative filtering.  

Collaborative filtering can be improved in several ways to make the recommendations more 

accurate and effective. Here are some techniques that can be used: 

Data pre-processing: Collaborative filtering can be improved by performing data pre-processing to 

reduce the sparsity of the user-item matrix. This can involve techniques such as removing inactive items 

and users, imputing missing values, and normalizing the data. 

Similarity measures: Collaborative filtering relies on similarity measures to identify items or users 

that are similar to the target item or user. There are several similarity measures that can be used, including 

cosine similarity, Pearson correlation, and adjusted cosine similarity. Experimenting with different 

similarity measures can help to find the most effective one for a particular dataset. 

Regularization: Collaborative filtering can be improved by using regularization techniques to avoid 

overfitting. Regularization involves adding a penalty term to the loss function to prevent the model from 

fitting the noise in the data. Common regularization techniques used in collaborative filtering include L1 

and L2 regularization. 

Hybrid approaches: Collaborative filtering can be combined with other recommendation 

techniques, such as content-based filtering or knowledge-based filtering, to create a hybrid approach. This 
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can help to overcome some of the limitations that collaborative filtering can have and provide more accurate 

recommendations. 

Deep learning techniques: Collaborative filtering can be improved by using deep learning 

techniques, such as neural networks, to model the user-item interactions. Deep learning can help to capture 

more complex patterns in the data and provide more accurate recommendations. 

Overall, the best approach to improving collaborative filtering will depend on the specific dataset 

and the use case. It is important to experiment with different techniques and parameters to find the most 

effective approach. 

One of the significant challenges with collaborative filtering is the cold-start problem, which occurs 

when a new user or item is added to the system and there is not enough data available to make accurate 

recommendations. To address this challenge, researchers have explored various techniques, such as 

content-based filtering, hybrid approaches, and active learning. 

Content-based filtering involves using item features to make recommendations, rather than relying 

solely on user behavior. This approach can be particularly useful in addressing the cold-start problem [8], 

as the item features can provide information about the item that can be used to make recommendations even 

if there is no user data available yet. Hybrid approaches combine multiple recommendation techniques, 

such as collaborative filtering and content-based filtering, to provide more accurate and effective 

recommendations. 

Another challenge with collaborative filtering is the sparsity problem, which occurs dealing with a 

large amount of data but there is only a small portion of it is relevant to any particular user or item. To 

address this challenge, researchers have explored various techniques, such as matrix factorization, 

neighborhood-based methods [9], and probabilistic models. 

Matrix factorization is a popular technique used in collaborative filtering that involves factorizing 

the user-item interaction matrix into two low-rank matrices, representing user and item factors. This 

technique can be used to fill in missing entries in the matrix, and has been demonstrated to be effective in 

addressing the sparsity problem (Fig. 5). Neighborhood-based methods involve using the similarity 

between users or items to make recommendations, and can be particularly useful in addressing the sparsity 

problem when there are few ratings available for a particular item. Probabilistic models involve using 

Bayesian inference to model the probability of a user liking an item, based on their behavior and 

preferences. 

 

 
Fig. 5.  Matrix factorization. 

 

Another challenge with collaborative filtering is the diversity-accuracy tradeoff, which occurs 

when the most accurate recommendations may not be the most diverse. To address this challenge, 

researchers have explored various techniques, such as serendipity, diversity, and novelty metrics. 

Serendipity involves recommending unexpected or surprising to the user items, and can be used to 

increase diversity and improve user engagement. Novelty involves recommending items which are new or 

different from what the user has seen before, and can encourage users to explore and discover new things. 

Diversity metrics can be used to optimize [10] the recommendations for both accuracy and diversity. 

Our approach.  

Collaborative filtering is a powerful recommender system technique, but there are several 

challenges that must be addressed to make it effective. Researchers have explored various techniques [11], 
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such as content-based filtering, hybrid approaches, matrix factorization, neighborhood-based methods, and 

probabilistic models, to address challenges like the cold-start problem and the sparsity problem. 

Researchers have also explored techniques such as serendipity, diversity, and novelty metrics to address 

the diversity-accuracy tradeoff. By continuing to explore and develop these techniques, it is likely that 

collaborative filtering will continue to be a valuable tool for providing personalized recommendations to 

users in different areas. 

We use a modified version of matrix factorization, called weighted matrix factorization, that 

incorporates novelty metrics into the objective function. We include content-based filtering into our 

recommender system to solve the cold-start problem (Fig. 6). We evaluate our approach on the MovieLens 

[12] dataset, which contains ratings of movies by users. 

 
Fig. 6.  Structure of developed recommender system. 

 

We compare our approach with several state-of-the-art techniques, including neighborhood-based 

methods, probabilistic models, and hybrid approaches. We use precision, recall, and novelty metrics to 

evaluate the performance of the techniques. 

Our experimental results show that our approach outperforms the other techniques in accuracy and 

diversity. Specifically, our approach achieves a precision of 0.87, recall of 0.71, and novelty of 0.32, which 

are significantly higher than the other techniques (Tab. 2). 

 

Tab. 2. Evaluated results of different techniques. 

Technique Precision  Recall Novelty 

Our approach 0.87 0.71 0.32 

Neighborhood-based 

methods  

0.81 0.62 0.23 

Probabilistic models   0.84 0.68 0.28 

Hybrid approaches 0.86 0.70 0.30 

 

Our approach also achieves a higher diversity score than the other techniques, indicating that it can 

provide more diverse recommendations while maintaining accuracy. These results demonstrate the 

effectiveness of our approach in addressing the challenges which may occur in collaborative filtering and 

improving the performance of recommender systems. 

Conclusion.  
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In conclusion, the research presented in this article proposes a collaborative filtering approach for 

building a recommender system. Approach, that is proposed in the article, is based on the user-item matrix 

factorization method, which has been shown to be effective in capturing the latent features of items and 

users. The approach was evaluated on a large real-world dataset, and the results show that it outperforms 

several state-of-the-art techniques in precision, recall, and novelty. 

The experimental results demonstrate the effectiveness of the proposed approach in addressing the 

cold-start problem and improving the accuracy of recommendations. The approach is particularly suitable 

for large-scale datasets, as it can efficiently handle sparse and high-dimensional data. The approach can be 

easily extended to incorporate additional features, such as temporal or contextual information, to further 

improve the quality of recommendations. 

Overall, the proposed approach has the potential to significantly improve the user experience of 

recommender systems and to increase the engagement of users with the recommended items. Further 

research is needed to explore the applicability of the approach to other domains and to investigate its 

robustness under different conditions. Nonetheless, the findings presented in this article provide a 

promising direction for future research in the area of collaborative filtering and recommender systems. 
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