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RESEARCH AND DEVELOPMENT OF AN AUTOMATED VIDEO SURVEILLANCE SYSTEM 

TO PERFORM SPECIAL FUNCTIONS 

 
Мороз Б. І., Щербаков А. Г. Аналіз досліджень і розробок автоматизованої системи відеоспостереження для 

виконання спеціальних функцій. Розглянуто алгоритми створення автоматизованої системи реєстрації та відображення 
інформації з літальних апаратів і спостереження в режимі інтерактивного управління оператором. Проаналізовано 
архітектура VR180 для шифрованого передачі потокового відео з декількох камер з літального апарату зі стабілізацією відео 
в польоті і проектуванням на шолом віртуальної реальності в перспективі огляду 360 градусів. 

Ключові слова: FPV-система, AVC/SVC система кодування, VR180, трасування зображення, алгоритм 
компостування відео, FoV, VR-система, інтервальний моделювання. 

 

Мороз Б. И., Щербаков А. Г. Анализ исследований и разработок автоматизированной системы 
видеонаблюдения для выполнения специальных функций. Рассмотрены алгоритмы создания автоматизированной 
системы регистрации и отображения информации с летательных аппаратов и наблюдения в режиме интерактивного 
управления оператором. Проанализирована архитектура VR180 для шифрованной передачи потокового видео с нескольких 
камер с летательного аппарата со стабилизацией видео в полете и проецированием на шлем виртуальной реальности в 

перспективе обзора 360 градусов. 
Ключевые слова: FPV-система, AVC/SVC система кодирования, VR180, трассировка изображения, алгоритм 

компостирования видео, FoV, VR-система, интервальное моделирование. 

 

B. Moroz, A. Shcherbakov. Research and development of an automated video surveillance system to perform special 
functions. A complex algorithm for creating an automated system for recording and displaying information from aircraft and 
observation in interactive operator control mode was presented. An architecture for encrypted transmission of video streaming from 
several cameras from an aircraft with in-flight video stabilization and projection of a virtual reality helmet on a 360-degree 

perspective was proposed. 
Keywords: FPV-system, video registration, streaming video, algorithm, video camera, Diffie-Hellman algorithm, YOLO 

algorithm, neural network. 

 
 Introduction and statement of the research problem. Elements for providing virtual reality allow 

you to simulate the interaction of objects with a fictional environment, and also guarantee the ability to 

remotely receive high-quality images from a distant point. For these purposes, VR glasses are used, which 
allow the subject to turn his head in all directions horizontally and vertically during the review and get an 

actual image without significant loss in quality. Information carriers are flying objects (drones) equipped 

with cameras. If the virtual reality system works correctly, then a person in VR glasses is able to see almost 

the same picture of that captured by the camera of a quadrocopter or other aircraft. Thus, our task is to 
understand 2 important aspects: 

1. What the VR headset projects and what image is subsequently processed by the software. 

2. How is wide-format shooting and further combining performed. 
 

 Goal. To propose a comprehensive algorithm for obtaining the actual image from multiple cameras. 

Pay attention to the further processing of files and combining the received data into a single picture. Describe 
the principle of obtaining information from video cameras, overlapping fragments, the solution to potential 

problems due to camera shake and an unexpected panorama change. 

 

Analysis of recent research and publications. At the moment, there are several scientific 
developments regarding our topic: 

1. Google has proposed a new format for shooting VR-video, namely VR180, which allows us to better 

deal with the problem of redundant information obtained when shooting with a panoramic view [1]. 
2. Indiana researchers (AT&T Labs – Research) have proposed a number of innovative ideas that 

include integration algorithms – a holistic system using effects at the system level [2]. 

3. Nick Livendag has proposed using real-time rendering as a solution to problems associated with 

stereoscopic 3D: the distance between two virtual cameras can be associated with variable control of 
the interpolar distance on the headset [3]. 
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Statement of the main material.  
With the development of modern technology, the demand for round-robin video files has increased. 

A virtual reality headset only fuels the interest of viewers, and also allows the use of such software for 

professional purposes. For entertainment and educational purposes of consumers, the dynamics of interest in 
360-degree video has tripled since 2015 [4].  

It is expected that the dynamics of the need for VR support will grow rapidly and closer to 2020 the 

sales of headsets and systems for virtual reality will increase by 70% [5]. Dynamics of interest in 360-degree 

video is shown in Figure 1. 
 

 
Fig. 1. Comparison of the dynamics of search queries for video in 360 degrees (2015-2017) 

  

 FPV-system, which is used as a way to interact with the drone, allows us to get a circular image. But 

the end result is still far from optimal, since 360-degree video streaming is “flat,” with noticeable artifacts for 

combining fragments [6]. 
The Indiana development team, with the support of specialists from 2AT&T Labs – Research,  

concluded that a number of problems associated with circular streaming video, which is transmitted to VR 

glasses from video cameras of flying objects (drones), can be solved through experimental studies and a 
detailed study of current difficulties : 

1. Speed Adaptation. 

2. The study and use of QoE metrics. 
3. Getting high-quality inter-level interactions (TCP and web protocols, etc.). 

 Matteo Varvello and his colleagues continue to research in this area, currently offering a number of 

solutions that can save from the loss and obsolescence of information, the presence of visible artifacts when 

combining fragments, etc. One of the concepts that should be taken into account is field fragmentation 
Vision (FoV) [7]. Horizontal Field of View presented in Figure 2. 

 

Fig. 2. Horizontal view model 
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 According to an innovative coding scheme presented in Figure 3, selective step-by-step updating of 

fragments that users see is achieved. A two-level coding system allows us to create a multi-layer incremental 

block by means of a fundamental building block for streaming video files based on 360° mosaic. 
 

 
 

Fig. 3. The scheme of two-level video coding 

 
 Also, multilevel solutions were used by the team to obtain the best quality image. One streaming 

video is formed from data obtained from several sources at the same time [8]. However, the problem of 

combining fragments remains relevant until now. To avoid the difficulty of forming an adequate image in 
real time, Nick Liventag proposed using the concept of rendering [9] is shown in Figure 4. 

 

 
Fig. 4. Rendering scheme using real-time ray tracing as an example. 

 

 According to the theory of the researcher, the distance between two virtual cameras can be 

associated with variable control of the interpolar distance on the headset. However, in practice, it is also 
possible to encounter image transmission delays, the presence of visible artifacts [10]. The analogue of 360-

degree video files that can be observed using VR glasses and an adequately configured FPV system is the 

180-degree shooting mode proposed by Google developers. 
The average person is able to cover with his binocular vision a sector of 120 degrees, this is achieved 

due to the synchronization of the image from both eyes. But with peripheral vision, a person is able to see a 

sector of about 180° – thanks to an additional 30° to the left and right zone of vision. Human vision zones are 

shown in Fig. 5. 
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Fig. 5. Scheme of zones of peripheral and binocular vision of a person 

 
Based on the zones of human vision, it can be clearly determined that we do not have an extreme need to 

take data in the 360° sector, 180° is enough. For this task, we will need far fewer cameras than in the case of 

360° shooting. The result is better due to the larger overlay area. That is, the picture will be presented to the 
user more saturated and with a better immersion effect. Benefits of shooting in VR180 mode are: 

1. The best immersion effect for the user compared to 360 video. 

2. Cameras are cheaper and the number of cameras needed is less.  

3. Fewer artifacts and problems, in particular stitching (combining) 
4. Shooting in this format places less demands on both equipment and processing using software. 

Let's take a closer look at the option of 180-degree shooting for a virtual reality headset. As mentioned 

above, combining fragments in VR180 mode is not needed, which eliminates the need to work through 
visible artifacts and edit other inaccuracies in the resulting image from multiple media. The lack of need for 

stitching (combining) is also due to the presence of only two cameras for shooting streaming video [11]. 

For comparison, drones use 8, 17 or more cameras to obtain a circular view image. Projection from the 
shooting equipment of drones to the VR-system occurs through the formation of the overall picture from the 

finished blocks of fragments. The principle is to minimize errors in input (when shooting), in order to 

subsequently reduce the divergence in the image at the output (during translation). Additionally, it is possible 

to avoid obsolescence of information, which is characteristic of the 360° shooting mode. The user is able to 
cover the maximum amount of data proposed by VR180. An example of processing fragments in VR180 

mode is shown in Figure 6. 

 

Fig. 6. An example of processing fragments in VR180 mode 
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Robert Anderson, who is Google’s leading virtual reality specialist, claims that shooting errors are 
minimal. The development team has proposed the optimal format for saving and broadcasting streaming 

video files. ODS allows us to achieve optimal image compression and prepare the file for further editing 

(changing contrast, color, black balance) [12]. 
An algorithm for transmitting information from a drone to a VR system can be used as in Figure 7. 

The automatic system calibrates the received data, taking into account all the details when calibrating files 

from all cameras. Streaming video is processed and also corrects errors due to external influences on the 

aircraft. The final step is to create a common picture with the output of the final image in ODS format to a 
virtual reality headset (VR glasses) [13]. 

To handle scenes with large exposure variations that are common in panoramic capture, each camera 

in the installation is exposed independently of other information transmitters. This means that adjacent 
cameras can have very different settings. Differences in exposure are compensated for. This helps to avoid 

differences when watching live video with VR glasses [14]. 

 

Fig. 7. The algorithm for transmitting information from the aircraft to the user 

 
To achieve the optimal signal between all media and transmitters of the FPV system, an interval-

based composting algorithm is used, in which each fragment is assigned a range of fjort imbalance, presented 

in Figure 8 [13]. 

 

Fig. 8. Schematic representation of the composting algorithm 

 
Automatically the computing system turns the fragment into a three-dimensional object, where a 

range of imbalances simulates the uncertainty over the optical stream. If the signal from one camera becomes 
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weaker, then the missing fragments are intuitively replaced by clear units in order to avoid constant size 
imbalances [13]. 

Thanks to interval modeling, the picture is transmitted without distortion and without significant 

delays to the user in real time. According to researchers at Google, the long distance of objects is not the 
cause of artifacts. The most common difficulty catalyst is a different series of problems: 

1. Objects are too close – the camera does not have the ability to integrate video at a minimum distance 

with objects. 

2. Blurred structure of the object – rendering fails if the camera does not have the ability to recognize a 
clear structure of the object, landscape and other details. 

3. Comprehensive panorama – complex scenes can cause flashbacks. 

The above reasons for the malfunctions of the FPV system can also affect the focus quality of the 
drone's camera. Google developers provided a number of recommendations for users in the form of a list 

(Fig. 9) [15]. 

 

Fig. 9. Google Developer's Guidelines for a clear focus of objects 

 

At the moment, a block of recommendations on virtual reality and viewing a video file using a VR 
headset is available only in English. The list describes the following points: 

1. The camera should be controlled smoothly so that objects are adequately captured and broadcast 

without flaws. 
2. It is necessary to avoid sudden movements and dramatic changes in the course of the aircraft. 

3. It is necessary to be from the object in a certain availability. 

4. It is necessary to place the subject of interest closer to the center for quick focus. 
5. It is not necessary to get too close to the object that interests you. 

An example of ways to edit a streaming file was also given above. In addition to standard tools for 

changing the resulting picture, there are additional programs for editing the received streaming video. Thus, 

the user can create his own video, interactive content and more. If the VR glasses support the augmented 
reality (AR) format, then it is possible to use two functions in parallel through the provision. 

To date, a number of companies are working on a line of VR headsets, which would be able to 

provide opportunities for shooting streaming video and in non-stop editing of the information received, 
followed by the overlay of the necessary data on the finished video file or in real time. Existing models have 

a viewing angle of only 110 degrees. Manufacturers claim that with the help of additional cameras and 

installation systems, it is possible to increase the overall visibility by 40 degrees. 
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Fig. 10. Table of models of VR-headsets with the possibility of mixed reality 

 

Figure 10 shows a list of universal helmets that support parallel augmented reality. It can be seen 

above that the maximum viewing radius is 110 degrees [16]. 
An algorithm for transmitting information from a drone to a VR system is proposed below, in Figure 

10. The automatic system calibrates the received data, taking into account all the details when calibrating 

files from all cameras. Streaming video is processed and also corrects errors due to external influences on the 
aircraft. The final step is to create a common picture with the output of the final image in ODS format to a 

virtual reality headset (VR glasses). 

Conclusion and prospects for further development. The 21st century is a stage in the rapid 
development of modern technology. Today, users have the opportunity to use a special equipment to receive 

a three-dimensional image or watch live video broadcasting. The article touched on the issue of FPV systems 

that are aimed at providing real-time image from aircraft cameras (drones) with broadcast through a VR 

headset in the mode of 180-360 degrees of view. It was found that this area of research is relevant, as the 
demand for virtual reality technology is growing. Algorithms and techniques that are used in innovative VR 

models have been proposed, and an analysis of the difficulties that have yet to be solved has been performed. 
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